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Abstract

Motivation

Japanese Toxicogenomics Project (TGP) represents unique source of infor-
mation for toxicology and safety challenges. The main topic that we address
in this paper is related to the prediction of drug-induced liver injury (DILI)
in humans using rat data. Successful prediction enables to stop the trial be-
fore even reaching human patients which would have high economical impact
together with saving patients of side e↵ects. Our aim is to explore connection
between human data and rat data in even broader sense.

Core part of the rat data is gene expression level information across multi-
ple compounds with multiple time points and dose levels. A subset of genes
is common for rat and human and lot of the genes are already connected
with some biological processes or diseases. The analysis presented in this
paper is focused on the question if there exist a subset of genes that their
response to the treatment is similar in rat and human. In this case, we would
be able to predict human gene expression level using in vivo rat experiment
and, similarly as in DILI case, predict properties of drug if used in human
patients.

Data sets

The data considered for the analysis presented in this paper consists of 93
compounds that are common in rat in vivo and human experiment and have
DILI information for possible use of the DILI indicator as covariate. In
total, 4440 arrays are available for rat (91 compounds with 48 arrays and 2
compound with 36 arrays) and 1116 arrays are available for human (12 arrays
per compound). We focus on genes that are common for rat and human (i.e.
their gene names are same) and are filtered using the I/NI calls criterion



(Kasim et al. 2010). The final data set consists of 4359 genes. Response is
computed as log ratio of the gene expression level against mean of expression
levels under control dose (vehicle). The gene expression values are based on
FARMS (Hochreiter et al. 2006) summarized data.

For each compound were arrays for rat measured in 4 doses (including
control), each in 4 di↵erent time points (2 compounds with 36 arrays miss
highest dose). In human, for each compound were arrays measured in 3 doses
and 2 time points. The particular values of time points and doses vary among
compounds. For the analysis presented in this paper we use the ordinal dose
levels, i.e., low, middle or high that is provided in original data set as well.
Time points are treated as factor, i.e., with respect to their ordering.

Methodology

We consider two di↵erent analyses for the TGP data. The first analysis
is based on two-way ANOVA model and the goal is to detect genes with
significant response to the treatment in both human and rat. The second
analysis consists of a trend analysis at each time point and the goal of the
analysis is to detect genes in rat that can be used to predict gene expression
is human.

For the first analysis, a gene specific, linear model with dose and time as
covariates is used. Interaction between covariates is included as well. Sig-
nificance of covariates and overall F-test significance is considered and mul-
tiplicity adjustment is applied. Group of genes significant for both rat and
human are identified under several settings (overall significance, significant
interaction, any dose e↵ect, etc.). Family wise error rate (FWER, Hochberg
and Tamhane 1987) using the Bonferroni method is used for multiplicity
adjustment. Resulting gene lists can be compared across compounds. Indi-
cator of significance of particular gene can be compared with DILI status of
compound.

A trend analysis is a common analysis in toxicology. The aim of such
analysis is to identify a subset of genes for that a monotone relationship with
dose can de detected (Lin et al. 2012). Hence, within the second modeling
approach the null hypothesis of no dose e↵ect is tested against an ordered
alternative. The analysis was done per compound and per time point. Mul-
tiple contrast test with Marcus’ contrast (MCT, Mukerjee et al. 1987) is
used to identify significant genes and multiplicity adjustment is conducted
using FWER approach (with Bonferroni correction). For a particular gene,
isotonic means in each dose are estimated and their values are compared be-
tween human and rat. Hence, we can identify genes in rat that can be used
in order to predict the gene expression level in human. Especially, we focus
on last time point in both rat and in human.



Results

Figure 1 shows the number of genes with significant interaction e↵ects in
both rat and human and reveals a heterogenous pattern across compounds.
For example, for the compound sulindac there are 201 genes with significant
interaction in both rat and human while for compound perhexiline there is
only 1 gene in common. Example of one significant gene is shown on Figure 2.
There exists a subset of genes significant both in rat and human consistently
across multiple compounds, even in case of strict multiplicity corrections.
These genes are usually present only in DILI connected compounds. Hence,
their significance in rat in vivo could emphasize danger of DILI in human.
Naturally, these genes are typically connected with the liver processes.

As mentioned in previous section, the second analysis consists of trend
analysis per time point. As the first stage of the analysis we identify the time
point of rat with the strongest signal. Figure 3 present the number of genes
with significant dose-response relationship per time point and clearly shows
that there are much more significant genes in the last time point for rat and
human than in any other time point. Hence, for prediction, the dose e↵ect
of rat in the last time point are used. The dose e↵ect of both rat and human
can be estimated using isotonic regression (Robertson et al. 1988). Only
91 compounds having high dose are considered for the analysis and we use
the isotonic mean of the rat in order to predict human isotonic means. The
results for the compound omeprazole are shown in Figure 4. We note that
the correlation between the rat and human dose e↵ects is higher when we
consider only genes that are found to be significant in both rat and human.
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Number of genes with significant interaction 
   in both rat and human: Bonferroni, 0.10 level of significance
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Figure 1: Number of genes with significant interaction in two-way ANOVA
for both rat and human. The p-values are adjusted using Bonferroni’s method
on significance level 0.10.
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Figure 2: Example of gene with significant interaction in both human and rat.
Compound omeprazole and gene Acsl1 in rat, respectively ACSL1 in human.
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Figure 3: Number of genes with significant dose-response profile per time
point. Test is based on MCT and p-values are adjusted using Bonferroni’s
method on significance level 0.10. Rat data results are on left panel, human
data on right panel.
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(a) Genes with significant dose-

response profile for rat (significance

in human not considered).
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(b) Genes with significant dose-

response profile for both rat and hu-

man in last time point.

Figure 4: Dose e↵ect for the compound omeprazole. Significance of genes
is based on MCT adjusted by Bonferroni correction on level 0.10. On the
x-axis is estimated isotonic mean in last dose in rat and on y-axis estimated
isotonic mean in particular dose in human, both for last time point.
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Introduction

The liver is one of the organs involved in biotransforma-
tion, chemical reactions that alter the structure, aqueous
solubility and eventual disposition of non- nutritive com-
pounds that enter into the organism. Xenobiotic biotrans-
formation aims at controlling the toxication or detoxica-
tion of xenobiotic substances. However, during the bio-
transformation reactive intermediates may be produced,
these could interact with critical cellular macromolecules
and trigger the events that promote either tissue injury
and cell death, permanent genomic changes, leading po-
tentially to cancer.
Many currently and normally used drugs could affect the
liver adversely in any combination of the reactions de-
scribed. Liver injury can be classified as hepatocellular,
cholestatic or mixed, based on criteria established by the
Council for International Organizations of Medical Sci-
ences (CIOMS) [14]. The drug-induced liver injury also
known as DILI is classified as intrinsic and idiosyncratic
hepatoxicity. The Intrinsic hepatotoxins cause hepato-
cellular damage and it is more related to other industrial
agents more than it is to xenobiotics. However, xenobi-
otics are more closely related to idiosyncratic liver injury
by its level of toxicity or to allergy reaction or other sec-
ondary effects. Toxic effects of drugs at all levels are
extensively studied before these are administered to hu-
mans. The Toxicogenomics Project focuses on gene ex-
pression analyses in animals or in-vitro grown cells that
have been exposed to the chemicals with the aim of un-
derstanding the molecular mechanisms of toxicity and
eventualy be able to predict dangerous levels of toxicity.

Materials and Methods

We used gene expression data from the Japanese tox-
icogenomics project (TGP), a 5-year project that was
completed in 2007. TGPs database comprises nearly
18,000 Affymetrix microarrays testing 131 compounds,
mainly medical drugs and their effect in the liver. All mi-
croarrays targeted the liver in both in vitro and in vivo ex-
periments. All .CEL files were downloaded into a 32GB

server for the analyses. A primary test on processing ca-
pabilities and algorithm complexities showed that up to
a maximum of 400 microarrays could be pre-processed
using R and biocoductor affy library and its dependen-
cies at once on this server. Hence, the strategy for this
analysis would have to be design in such a way that it
loads only those sets of microarrays involved in the ac-
tual biological question.

Strategy for integrative analysis

A map of how data are structured can be seen in Fig-
ure[1]. We need a strategy that will allow us to combine
species(Hu, Rat), protocols (iVV, iVT), dosages (None,
Low, Med, High) and time points. A mixture of differen-
tial expression analysis using limma and gene selection
using ranking approach such as timecourse seems to
be an appropriate beginning approach.

Figure 1. Group structure in TGP data

Just the human diagram (top portion in Figure [1]) would
lead to up to 30 pairwise contrasts of interest per com-
pound, roughly 117,900 comparisons if we were to use
limma alone.

Tcontrasts = Ncomp
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✓
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That plus a similar number for RatiVT, also for RatiVV,
plus repeated plus all cross-referenced contrasts. This,
however, does not mean we cannot still do it. This ap-
proach should be taken on a more biological driven hy-
potheses rather than as massive computational analysis.

Figure 2. Diagram of contrasts within Human in-vitro samples per
compound

Methods which rank genes (e.g. the MB statistic or
the moderated Hotelling T2) perhaps provide easier
access to genes whose absolute or relative expression
varies over time. This approach is used for each of the
four main paths in Figure [1] {HU.iVT, Rat.iVT.Single,
Rat.iVV.Single,Rat.iVV.Repeated}. However, in order
to see correlation of using animal model to infer poten-
tial toxicity in humans we would also need to take the
differential expression approach. This will be applied to
all groups with identical structure but different species.
In our scenario that would only be {HU.iVT.Single,
Rat.iVT.Single}.

The general structure of our strategy involves :
• Data storage and manipulation by using a relational
database
• Raw-data analysis: quality metrics, normalization and
background correction.
• Gene selection either by differential expression and/or
by ranking method.
• Gene annotation and function. Conducting a gene set
enrichment analysis on lists of ranked genes; a selection
of orthologous genes using swissprotID and inParanoid
database [11]. Simultaneously, research on drug toxi-
cology to determine if compounds could be classified
according to toxicity or type of liver damage.
• Machine learning approach: searching for possible
patterns in data, clusters of compounds by unsupervised
methods. Patterns in concentrations, patterns in the time-
course results. • Tool development that will be available
through R and Bioconductor.

Data

The TGP data contains a collection of 17,657
AffymetrixT M microarrays from both in vitro and an-
imal samples. Human samples were processed using
Hgu133Plus2, animal samples were processed on the
GeneChip Rat Genome 230 2.0 which is known to be
a powerful tool for toxicology.

MySQL database

Due to data complexity in terms of number of groups,
labels for all barcoded data were stored as a relational
MySQL database. This allows faster, easy and optimum
access to a specific set of .CEL files for further analysis.
Even though it was one table at first, the database will
grow as more information is developed. It will be con-
stantly normalized and designed to be scalable. Access
to it is through R scripts, an example is shown here:

findMicroarrays(species=c("Rat"),
expType=c("in vitro", "in vivo"),
dose=c("Control", "Middle"),
singleRepeat=c("NA", "Single", "Repeat"),
compound=c("AA", "ACA", "WY"),
sacTime=c("2 hr", "8 hr"),
experiment=c("CAMDA13"),
path="CELS/",
orderBy="DOSE_LEVEL", conn=conexion)

This function collects files according to the specified pa-
rameters and it modifies the file names to match the con-
ditions making all more easy to follow. The resulting
query is shown below.

SELECT BARCODE FROM MICROARRAY WHERE...
SPECIES IN (’Rat’) AND TEST_TYPE IN ...
(’iVT’,’iVV’) AND DOSE_LEVEL IN ...
(’Control’,’Low’) AND SINGLE_REPEAT_TYPE...
IN (’NA’,’Single’,’Repeated’) AND ...
COMPOUND_ABBREVIATION IN ...
(’AA’,’ACA’,’WY’) AND SACRIFICE_PERIOD...
IN (’2 hr’,’8 hr’) AND EXPERIMENT IN...
(’CAMDA13’) ORDER BY DOSE_LEVEL;

And the resulting sample names are shown below.

[1] "Rat.iVT.Control.NA.2 hr.WY-1"...
[3] "Rat.iVT.Control.NA.8 hr.AA-3"...

[13] "Rat.iVT.Low.NA.2 hr.AA-13"...
[15] "Rat.iVT.Low.NA.8 hr.AA-15"...
[21] "Rat.iVT.Low.NA.8 hr.WY-21"...

Low-level analysis

Gene expression microarray raw data for subsets of sam-
ples collected through the database were pre-processed
in the R statistical environment. A quality control tests

2



were run on randomly selected sets, showed a constant
behavior of MM� probes > PM� probes in a range from
22-30% causing serious concerns about using MAS5.0
algorithm for background correction. In fact, this analy-
sis showed also that RMA [9] led to bimodal distribution
indicating that background adjustment was unnecessary.
Data were normalized using quantile normalization [4] ,
summarization was done using medianpolish. All meth-
ods from the Bioconductor affy library.

Timecourse analysis

Genes were ranked based on large absolute or relative
amounts of change over time as a function of the drug
concentration in relation to their replicate variances. For
every selected subset, genes were classified according to
a multivariate empirical Bayes statistic for replicated mi-
croarray time course data MB statistics implemented in
the timecourse package [21].

Human-Rat orthologues

The human, mouse and rat genomes encode a very sim-
ilar number of genes. Human-Rat share roughly 89 to
90% of genes [8] with a majority that have persisted with-
out deletion or duplication since the last common ances-
tor. The most important aspect is perhaps that almost all
human genes known to be associated with disease have
orthologues in the rat genome. However, their rates of
synonymous substitution are significantly different from
the remaining genes. Hence, even though the high cor-
relation we are also conducting an orthology analysis
through related proteins using the InParanoid database
[11]. This databases information is based on information
about swissprotID. We are also exploring the ENSEM-
BLE database for this purpose. More tables are added to
our database so gene-to-gene information could be gen-
erated.

Gene set enrichment analysis

After using timecourse approach, lists of genes of interest
are generated. We may end up with way too many genes
to examine in proper detail. Hence, a good way of com-
paring conditions is thorugh a gene set enrichment anal-
ysis that could tell us about cellular mechanisms behind
different lists. The idea is to identify pathways affected
by highly ranked genes in Human iVT and compare to
those found in Rat iVT and Rat iVV. Tools used for this
approach involve DAVID [5], GSEA [6] and BiNGO [3]

Machine Learning Approach

Even though we have access to a quite impressive sam-
ple size, this number is fastly diluted by the number of
groups in the study. If we see Figure 1, we have four
main groups {HuiVT, RatiVT, Rat iVV, RatiVV-Rep},
between 119 and 131 xenobiotics, and between 3 and 4
time points. So we basically have only either two or three
replicates in each group for statistical assessment. The
question we would like to address here is: What can we
learn from data?
Hence, an unsupervised hierarchical clustering would al-
low to see sets of genes that follow a similar profile be-
tween the main groups. Properly validated these sets of
genes could potentially be used as markers for in-vitro
human models avoiding the need of performing animal
model approaches. Class discovery and clustering val-
idation can also be tested using Consensus Clustering
method [18]

Results

Database implementation and data retrieval through R
made all of the timecourse analyses time efficient. Only
48 compounds were selected since these are found in all
four groups. Results from timecourse ranked all genes
and only the top 50 from each group and each compund
(2400 approx.) were selected for further analysis. Below
there is a list of the 25 most common genes where col-
umn labeled as Count represents the number of times that
gene was present across drugs, time and concentration in
three groups: {HU iVT, Rat iVT, Rat iVV}.

Table 1. Top 50 genes in each compound and number
of times they are present

Hu iVT Count Rat iVT Count Rat iVV Count
CYP3A5 49 CXCL3 45 TXNRD1 23
CYP3A4 34 CYP1A1 32 ACOT2 17
NEAT1 31 SLC7A11 19 HSDL2 14
RRM2 29 SOX4 19 CCND1 13
RRAD 27 PDK4 17 SREBF1 13
CYP2C9 23 ANGPTL4 16 DUSP6 12
CYP1A1 20 HSDL2 16 SRXN1 12
MALAT1 20 ACAT3 14 PTPRF 11
ATF3 19 HMGCS2 13 STAC3 11
TSKU 18 NREP 13 ANKH 10
ANGPTL4 17 CD36 12 ATP1B1 10
ARL14 17 CPT1A 12 HAMP 10
CYP1A2 17 SERPINB9 12 HSPB8 10
PCK1 17 ACOT2 11 PPCS 10
C19orf80 16 DHRS3 11 SLC13A4 10
CYP3A7 14 TAGLN 11 TBC1D15 10
EGR1 14 FASN 10 TM2D3 10
GDF15 14 HSP90AB1 10 CAR14 9
PPP1R15A 14 LSS 10 GCLC 9
TRIB3 14 AKR1D1 9 PKLR 9
FAM13A 13 CYP26B1 9 CXCL12 8
IFRD1 13 FABP7 9 MGLL 8
MAFF 13 GDE1 9 PDK4 8
RPL38 13 PEX11A 9 ACACA 7

The level of correlation or intersection between these
genes and assuming same symbol indicates orthologues
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is shown in the Venn diagram in Figure 3.

Figure 3. Genes found in all three groups and some of the 48 com-
pounds were 36: {PEX11A, PDK4, ANGPTL4, SERPINB9, CYP1A1,
LSS, FASN, TRIB3, CREM, SWI5, PPP1R3B, PIR, NREP, HMGCR,
ABCD3, RDX, TIPARP, SQLE, NQO1, HSPH1, YPEL5, EGR1, PT-
PRF, MDM2, JUN, BHLHE40, LDLR, TSKU, IFRD1, GCLM, SGK1,
RRM2, EFNA1, IRF7, BCL6, INHBE }

Since there is a vast amount of information for an ab-
stract, we concentrated on one drug and pursued a more
detailed analysis.

Case study intrinsic DILI: Acetaminophen

Acetaminophen toxicity is the leading drug-related
cause. At low doses, the drug is conjugated to water-
soluble metabolites in the liver and is excreted in the
urine. At higher doses, glutathione depletion leads to
saturation of the conjugation mechanism, leaving the
parent compound to be metabolised to toxic interme-
diates. Moreover, toxicity risk increases if there exists
chronic alcohol consumption, obesity, or drugs that in-
duce the P-450 cytochrome system lowering the toxic
threshold of acetaminophen [16], [17]. Timecourse re-
sults for this compound are shown in Figure 4.

We observe that patterns are different on each group even
though is the same compound. We should consider how-
ever, that ranking is determine by genes with changes
across time as a function of concentration also including
that replicates do not vary much. A collective view of
this including the top 100 genes can be seen in Figure 5
where we observe that overall gene profiles are different.
This simply suggests that performing a timecourse anal-
ysis do not exclude the usual between groups differential
expression approach. We would like to point out that this
approach can also be done and has been done through the

database.
One interesting remark is about the effect of high con-
centration effect at time 24 hrs. It is not clear whether
gene is down-regulated as a response to high concentra-
tion or if we are facing a cell viability issue and the cell
simply dies. We performed a gene set enrichment analy-
sis and found out apoptosis pathways are significant for
some drugs.

(A) 

(C) 

(B) 

histone cluster 2, H2be MB=29  rank =2 

fa<y acid binding protein 1, liver MB=6.17  rank =1 

cytochrome P450, family 51 MB=6.8  rank =5 

family with sequence similarity 13, MB=27  rank =6 

omithine carbamoyltransefase MB=53.7  rank =15 

ankylosis, progressive homolog (mouse) MB=5.8  rank =11 

Figure 4. Top ranked genes in Acetaminophen (APAP): Top row (A)
Human iVT, middle row (B) Rat iVT, bottom Row(C) Rat iVV Red
= control, blue = Low, Cyan = Med and Green = High

Hierarchical clustering does not show interesting pat-
terns in terms of gene profiles. However, among the three
groups the Human iVT plots shows more interpretable
results. As we can see that for most genes patterns of
up-reglation occur at time 24 hrs.

Figure 5. Hierarchical cluster plots for three groups.

Consensus clustering [18] on the selected 48 compounds
are shown in Figure 6. Here we observe two interesting
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patterns. It seems that after 2 hours most compounds
tend to cluster into smaller number of groups (left panel
top and bottom), but after 24 hours patterns are more
heterogenous. This suggests that after 24 hours what we
see is a putative different drug dependent metabolic pro-
cess and biotransformation. Our hypothesis is that there
may exist a molecular sub-classification of drugs based
on gene expression profiles. We will further explore this
by combining the Drug versus Disease data R- package
and two databases DrugBank and ChemmineR

Figure 6. Consensus clustering for High concentration (a) Human
iVT at 2 and 24hours.; (b) Rat iVT at 2 and 24 hours

Discussion

We have performed a broad analysis of this data set that
has led us to pursue various hypotheses. Some of them
are presented here and many others are currently under
revision. It seems there is plenty of room for more dis-
coveries and at this point we can only see the potential
but not the end of the road. For instance, there is still
work in progress for Rat in-vivo with repeated samples,
a more specific gene set enrichment analysis, an exten-
sive exploration of mechanisms for drug classification
and feature selection using machine learning approaches
among others.

Conclusions

The Japanese Toxicogenomics Project (TGPJ) is a com-
bined efford between the National Institute of Health

Sciences and 17 pharmaceutical companies. The pur-
pose of the study and its results will impact drug devel-
opment and toxicology research wordwide. A database
fed by new gene information was created. In this work
we propose an interactive model for analyses that uses
a database that can be queried with specific biological
questions. Then a collection of R functions will perform
low-level analysis; classification providing a set of genes
of interest either by timecourse, concentration or contrast
specific approach; and data mining. We are currently
working on an R package, as well as a manual for the
scripts.
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Introduction 

Accurately estimating a drug’s  potential to cause liver damage is especially important, as 
the liver is the organ most commonly interacting with consumed drugs. The Food and Drug 
Administration (FDA) developed a classification system [Chen et al, 2011] of drug-induced liver 
injury (DILI) potential (most, less, and no DILI concern). The drugs they applied their 
classification system to had been on the market for a minimum of 10 years, allowing sufficient 
public interaction to obtain updated and realistic DILI potential information. In contrast, new 
drugs will have only been tested in an experimental scene with much less data and typically with 
animal models. Toxicity effects from drugs might only become apparent after prolonged or 
human exposure, but it is not ethical to subject the public to unknown risks of this nature. 
Therefore, toxicogenomics, the study of drug-induced toxicity through biomarkers, is now a 
popular solution and the hunt is on for expression levels that predict high DILI potential. 

The Japanese Toxicogenomics Project (TGP) has such motivations [Uehara et al. 2010]. 
With human in vitro, rat in vitro, and rat in vivo experiment models, they tested 131 drugs, many 
part of the FDA classification system, on liver samples for gene expression levels on thousands 
of probsets, using Affymetrix GeneChip® technology. This year’s   International Conference on 
Critical Assessment of Massive Data Analysis (CAMDA 2013) utilizes the TGP data to propose 
analysis challenges involving prediction of toxicity levels of drugs. Discovering novel 
biomarkers associated with DILI potential could aid in safely classifying the toxicity of new 
drugs. However, the breadth of genomic data makes analysis with simple statistical models 
challenging and dimension reduction techniques could be essential in some data scenarios. 

Principal Component Analysis (PCA) is a multivariate dimension reduction and 
visualization technique that produces a new set of variables called principal components (PCs), 
constructed as linear combinations of the original variables, that efficiently organize the 
information in the original dataset and prepares for a computationally simpler analysis. The 
downfall to PCA is that PCs are comprised of all original variables, which is: a) unrealistic, if 
PCA is used for identifying group structure in the data, and b) confusing, since the interpretation 
of PCs near impossible. Sparse Principal Component Analysis (Sparse PCA) is a new extension 
to classical PCA that systematically forces variables with residual contribution to have 0-valued 
loadings, therefore attaining a) a more concise and realistic group structure of the data, and b) a 
more interpretable set of PCs for further analysis; absolutely critical for large genomic data. 

In our contribution to the International Conference of CAMDA 2013, we utilize Sparse 
PCA to assemble organized gene expression profile variables (sparse PCs) for subsets of the 
human in vitro TGP data. We then use these sparse PCs to determine groups of gene expressions 
jointly associated with human DILI concern. By targeting linear combinations of gene 
expressions rather than individual probsets, we hope to uncover potentially interesting avenues 
for biological interpretation. 



Methods 
Data: 

The TGP administered control, low, middle, and high doses of 119 to 131 drugs to human 
in vitro hepatocytes, rat in vitro hepatocytes, and rat in vivo. Gene expressions from the samples 
were measured at several time points after the drugs had been given. 

Targeted Samples: We consider only samples from the human in vitro experiments. Of 
the 119 drugs applied to human samples, we consider only the 93 drugs that have human DILI 
concern classification as provided by Chen et al in 2007. Anticipating that higher doses result in 
more robust gene expression measurements (McMillian et al, 2005) and due to many drugs not 
being administered at low doses in the human in vitro samples, we consider only middle and 
high dose levels across all samples. Likewise, since measurements of gene expression in the 
human samples were not taken at 2hrs for many drugs, we restrict our analysis to only gene 
expressions measured at 8 and 24 hours. Of the two human samples found within each 
combination of drug, dose level, and gene expression sampling time, we used only the first, 
assuming the duplicates to be technical replicates. 

Targeted Variables: Starting with the 54675 probsets retrieved from the Affymetrix 
GeneChip® Human Genome U133 Plus 2.0 Array with MAS5 summarization, we filtered out 
the bottom 75 percent in terms of Inter-Quartile Range (IQR), retaining only the 13669 most 
variable probsets. We transformed all gene expression values using log base 2 to dull the 
presence of outliers and achieve distributions closer to normal. Additionally, we measured gene 
expression changes between dose levels (High – Control, Middle – Control, High – Middle) at 
different sampling times and gene expression changes between sampling times (24 hours – 8 
hours) at different doses; outcomes that better represent effects of dose levels and capture gene 
expression over time [Sukumaran et al, 2010]. Human  DILI  concern  (‘most’,  ‘less’,  and  ‘no  DILI  
concern’   in  humans) was used to detect if gene expression measurements differed across DILI 
classification.  However,  since  only  8  drugs  are  classified  as  ‘no  DILI  concern’,  we reclassified 
the   human   DILI   concern   variable   to   be   binary:   ‘most   DILI   concern’   vs.   ‘less   or   no   DILI  
concern’.  Of   the   93   drugs  we   considered   for   humans, 40   are   ‘most  DILI   concern’   and  53   are  
‘less  or  no  DILI  concern’; relatively balanced. 
Analysis: 

Investigate marginal associations: For each subset of data and gene expression outcome 
variable, we statistically tested marginal associations between each probset and human DILI 
concern by using moderated t statistics, tracking and counting those probsets with p-values < 
0.05 and, more appropriately due to running many tests, those probsets with p-values < 0.05 after 
adjusting for false-discovery rate (FDR). Moderated t statistics, p-values, and FDR-adjusted p-
values were calculated using the LIMMA package in R v3.0.0. We plan to examine if these 
probsets are found and grouped in our sparse PCA analysis. 

Sparse PCA for finding joint associations: For each subset of data and gene expression 
outcome variable, we build 93 sparse PCs to summarize the gene expression data by using the 
sparse PCA method proposed by Witten, Tibshirani, and Hastie in 2009; the  ‘SPC’  function  in  
the authors R-package   ‘PMA’. Within such a high-dimensional data environment, their sparse 
PCA method is suggested as the best choice among competitors (Bonner and Beyene, 2012). We 
used several tuning parameters, 3, 5, 10, 20, 30, 40, to force different levels of sparseness to the 
PCs, looking for a balance between sparseness and percentage total variance retained among 
PCs. We statistically tested associations between sparse PCs and human DILI concern by using 
student t statistics, tracking and counting those sparse PCs with p-values < 0.05 and, more 



appropriately, those sparse PCs with p-values < 0.05/93; a simple bonferroni adjustment for 
multiple testing, since sparse PCs are relatively independent. Within sparse PCs that were 
statistically significant, we identified the largest loadings and examined genetic structure for 
corresponding probsets We plan to report which genetic regions were most represented. 
 
Results 

Table 1 displays counts of probsets that were marginally associated with human DILI 
concern, for each combination of subgroup and gene expression outcome. We include results 
from a control dose subgroup analyses to highlight, through comparison, how many false-
positives we expect to find in other analyses; control dose (0) across all drugs should generate 
the same gene expression levels, regardless of drug class, providing a baseline number of false-
positives. Using FDR-adjusted p-values, we found only 3 probsets differentially expressed 
between most and less-or-no DILI concern: ‘1563061_at’   for   single   value expression 
measurements at high  doses  and  8  hour  sampling  time,  and  ‘1567060_at’  and  ‘1557437_at’  for  
single value expression measurements at high doses and 24 hour sampling time. 

Moving to joint associations, we chose to examine only those sparse PCs obtained from 
using a tuning parameter of 30, since the immense sparseness induced by smaller tuning 
parameters reduced the percentage explained variance of the PCs too much. The sparse PCs we 
investigate had an average of 1727.11 non-zero loadings, down from an expected 13669 that 
classical PCA would produce. The total percentage of probset variance explained by all PCs 
ranged from 40.3% to 68.1%, depending on the subgroup and gene expression outcome. This is a 
substantial amount considering almost 90% of the loadings were forced to 0, validating the 
ability of Sparse PCA as a dimension reduction technique. As shown in Table 1, we found only 2 
sparse PCs to be differentially expressed between most and less-or-no DILI concern after 
adjusting for multiple testing; Figure 1 presents their loading plots. Although there does not seem 
to be any trend in the probsets when ordering them as found in the database, we can investigate 
the top contributing probsets as they might provide insightful biological meaning regarding the 
PC. Loadings above the blue lines in Figure 1 correspond to probsets: 1557636_a_at, 215586_at, 
243325_at, 1568751_at, and 1560349_at. 
 
Discussion 

Overall, analyzing human in vitro samples did not allow us to find any blaringly obvious 
gene expressions. Perhaps rat samples would boast more gene expression associations. It seems 
that high dose levels are slightly more able to detect probsets differentially expressed between 
most and less-or-no DILI concern in humans. Though, finding just three individual probsets 
differentially expressed after adjusting for multiple testing is a convincing argument towards 
investigating more complex relationships between human DILI concern and gene expressions. 
Coupling this motivation with high dimensional data issues, applying Sparse PCA seems to be an 
appropriate solution as not only does it automatically construct sparse linear combinations of the 
probsets, thus highlighting underlying structure among gene expression, but it also dramatically 
reduces the number of variables we need to analyze. 

With just two sparse PCs considered differentially expressed after adjusting for multiple 
testing, it leads us to believe that just a few networks of human gene expressions are associated 
with DILI concern. However, since the sparse PCs host a collection of probsets, there exists 
more room for exploration, providing a more interesting avenue for biological investigation. 



There were limitations with our analysis approach that we are looking forward to 
addressing. Due to each of our analyses having just 93 samples (1 per drug), using human DILI 
concern as a strict classification may have been presumptuous of drug homogeneity. Drugs are 
quite heterogeneous in their relations to gene expression (Afshari et al, 2011), so even if two 
drugs of most DILI concern were influential to a marker of gene expression, perhaps one up-
regulates while the other down-regulates, leaving the resulting behavior deemed non-influential. 
Anticipating this, we had also investigated absolute changes in gene expression across doses and 
sampling times, but the findings were similar to those already presented. That said, perhaps we 
limited our results interpretation when restricting our view to only the probsets significant after 
adjusting for multiple testing. Figure 2, for example, shows that clustering samples by the top 
100 differentially expressed probsets in the high dose, 8 hour subgroup is able to group DILI 
classes rather well. Sparse PCA can be regarded as a more statistically formal clustering method, 
so we have high hopes for extracting groups of gene expressions with our methods. Finally, 
sparse PCA is unsupervised, such that it does not build sparse PCs with the factor of interest, 
human DILI concern, in mind. Perhaps a supervised approach to selecting gene expressions such 
as Sparse Partial Least Squares (SPLS) would be more effective. 
 
Future Directions 
This is work in progress. In time for the CAMDA 2013 conference, we plan to integrate gene 
information to gain biological context and we will be including rat in vitro and rat in vivo 
samples to detect how sensitive gene expressions from rat samples are compared to human 
samples. Human DILI-associated gene structures obtained via sparse PCA on the rat samples can 
be compared to those found in humans, mapping common gene functions (Uehara et al., 2008). 
As well, the FARMS summarized data will be used. 
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Table 1: Counts of probsets that are differentially expressed between samples receiving drugs 
of most and less-or-no DILI concern; n = 93 samples (1 per drug) and p = 13669 gene 
expression measurements within each subgroup. 

Subgroup Gene Expression 
Measurement 

# DEGs, p<0.05 
(# passed FDR) 

# DEsPCs, p<0.05 
(# passed Bonferroni) 

High dose, 8 hours Single Value 827 (1) 6 (0) 
Middle dose, 8 hours Single Value 707 (0) 4 (0) 
Control dose, 8 hours Single Value 846 (0) 6 (0) 
High dose, 24 hours Single Value 700 (2) 2 (1) 
Middle dose, 24 hours Single Value 641 (0) 4(0) 
Control dose, 24 hours Single Value 680 (0) 3 (0) 
8 hours Change (H – C dose) 645 (0) 4 (0) 
8 hours Change (M – C dose) 717 (0) 6 (0) 
8 hours Change (H – M dose) 679 (0) 5 (0) 
24 hours Change (H – C dose) 676 (0) 4 (0) 
24 hours Change (M – C dose) 673 (0) 6 (0) 
24 hours Change (H – M dose) 702 (0) 4 (1) 
High dose Change (24 – 8 hours) 715 (0) 5 (0) 
Middle dose Change (24 – 8 hours) 690 (0) 3 (0) 
Control dose Change (24 – 8 hours) 700 (0) 7 (0) 

Figure 1: Loading plots for the top significant sparse PCs. Probsets corresponding to the top 
loadings might be of significant interest.  

 

Figure 2: Heatmap showing clustering of most (red) vs. less-or-no (blue) DILI concern.  
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Abstract

We investigate the problem of how to computationally generalize cell-level and clinical-
level responses from model organisms to humans. We use a multi-view machine learning
approach to detect associations between drug-induced transcriptional changes and organ-
level damage. We show that the model learns associations that enable us to predict liver
injury across organisms based on transcriptional responses. Moreover, the learned structure
in the transcriptional data of the model organisms can separate drug compounds by both
their therapeutic and toxicological effects on humans.

1 Introduction

We study the problem of how to computationally generalize associations between omics data and clinical-
level data from model organisms to humans. The task is highly non-trivial because the organisms are different
by their biological systems regardless of their distant relatedness. Additionally, ground-truth data for learning
the effects of harmful interventions on humans are hard or impossible to obtain.

There is existing work on modeling conserved responses across organisms and for separating these responses
from organism-specific signals in high-dimensional omics data [4, 5]. In these studies, the focus has been on
detecting similarities between the biological systems in the two species. The next step to that is to translate
the expected response to a condition from a model organism to the organism of interest.

In this paper, our goal is to find associations between high-throughput data views and generalize findings
across organisms. Specifically, we formulate two modeling tasks: prediction of drug hepatotoxicity by
gene expression across organisms (Task 1) and translation of drug effects from model organisms to humans
(Task 2).

To solve the two tasks, we introduce a probabilistic multi-view model, sparse group factor analysis (GFA), and
demonstrate its performance on the data collected by The Japanese Toxicogenomics Project [7]. The TGP
data set includes clinical and gene expression data from three organisms after over 100 different medical
treatments at multiple experimental conditions.

⇤To whom correspondence should be adressed.
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2 Methods

2.1 Data set

The JTG data set includes gene expression data from three model organisms (primary hepatocyte cells from
rat in vivo, rat in vitro and human in vitro) under conditions that can be summarized as three experimental
factors (administered drug compound, dosage and time from the administration). For this analysis, we select
the subset of experimental factor levels that are observed in all three organisms. This set includes 119 drug
compounds administered at two dosage levels (middle and high) and measurements made at two time points
after the treatment (8/9 h and 24 h). Histopathology of the liver has been examined from the rat in vivo

experiments at the same time points and dosage levels, providing a pathological finding class and severity
grading for each sample.

For the modeling task, we consider each combination of compound, dose and time as a single sample in
the model. The gene expression observations were provided in the FARMS-summarized [2] format, which
we use to compute the differential expression of the treated samples against the controls. We represent the
pathological finding classes for each sample as a grade-weighted count. As the four data matrices (differential
gene expression Xrat

in vivo, Xrat
in vitro and Xhuman

in vitro, and pathological findings Y) are now matched by their samples,
we call the matrices different views of the data.

2.2 Model

We use group factor analysis (GFA [8]) to learn associations between the gene expression measurements and
pathological findings. GFA is an unsupervised Bayesian latent variable model designed to learn associations
between multiple observed views of data [3] – i.e. associations between data matrices with matched samples.

GFA allows us to explore the data in a low-dimensional latent representation, where the data is decomposed
into shared and view-specific components. Additionally, GFA can be used for prediction from a set of views to
another set of views. In Task 1, we utilize the gene expression views to predict the pathological findings. We
can also study the similarity of the samples, based on correlations between their latent space representations.
We use this in Task 2 to evaluate whether the compounds deemed similar in the latent space are similar by
their known therapeutic or toxic effects in humans.

To avoid overfitting to the high-dimensional gene expression data and to increase the interpretability of the
model, we introduce sparsity to the projections between the latent space and the observed data views. Sparsity
leads to a smaller subset of variables of the data being active in the model – also in the target view of the
cross-view prediction task. Effectively, the model selects the variables that have the strongest associations
within and between the views.

Many of the pathological finding classes, which we attempt to predict in Task 1, appear only few times in the
entire TGP data set. A model predicting such targets is prone to overfitting. Sparse GFA overcomes this risk
by automatically selecting the target classes that are feasible to predict.

3 Results

3.1 Task 1: Prediction of drug hepatotoxicity by gene expression across organisms

To investigate the strength of associations between the clinical-level responses and the changes in gene ex-
pression, we quantify the success at predicting pathological findings of the in vivo rats (Y) based on gene
expression data from the three organisms (Xrat

in vivo, Xrat
in vitro and Xhuman

in vitro). In a cross-validation setting, we
learn GFA jointly using training data of the three gene expression views and the pathology view, and com-
pare predictions from each of the gene expression views to the pathology view on test data.

We discover that predictors based on gene expression of the human and rat cell lines yield a mutually com-
parable prediction accuracy, while the predictor based on gene expression of the live rats yields a clearly
superior performance (Fig. 1a). This is expected, as the pathological findings are also made on the live rats.

2



In comparison to a standard multi-output `1-regularized regression model [6], sparse GFA yields comparable
or better predictions (Fig. 1b).
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Figure 1: GFA-predictor based on gene expression of rat in vivo samples yields a superior prediction on
pathological findings in the test data compared to gene expression of the in vitro samples (left). The absolute
performance of GFA is comparable to or better than the performance of the `1-regularized multi-output
regression model at predicting pathological findings in the test data based on gene expression of rat in vivo

samples (right). The pathological finding classes (x-axis) are sorted by the performance of the predictor based
on gene expression of rat in vivo samples. The confidence intervals are the maximum and minimum from 10
randomizations of cross-validation.

3.2 Task 2: Translation of drug effects from model organisms to humans

GFA allows us to explore the data in an unsupervised way in the low-dimensional latent space. Specifically,
we want to investigate the model’s ability to learn drug-induced changes in gene expression of the model
organisms that can be generalized to system-level responses in humans.

To evaluate the generalizability, we use two types of ground-truth labels representing drug-induced effects in
humans that have not been utilized by GFA: anatomical therapeutic chemical classification (ATC [9]) codes
and drug-induced liver injury (DILI) labels [1]. We learn GFA for the three differential gene expression views
of the model organisms (Xrat

in vivo, Xrat
in vitro and Xhuman

in vitro) and study the aggregation of similar drug compounds
in the latent space of this joint model. We quantify the aggregation by computing the mean average precision
score of the retrieval of similar compounds in the latent space. We also compute the randomized retrieval
performance, providing a baseline for the study.

We discover that compounds with same ATC code (level 4) are strongly aggregated in the latent representation
(Fig. 2a). Also the DILI labels are aggregated more than what would be expected (Fig. 2b). Aggregation by
the DILI labels is not as strong as by the ATC codes. This may be due to the more heterogeneous nature of
the responses to toxic compounds in comparison to the more coherent responses to normal therapeutic drugs.
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Figure 2: Similar drug compounds are significantly aggregated in the latent space in terms of both the ATC
codes and DILI labels (left and right, respectively). The aggregation is quantified as mean average precision
score of the retrieval of similar compounds in the latent space of GFA. The retrieval performance is shown
as a function of the number of nearest neighbor compounds and compared to the performance in the same
retrieval task after the random permutation of the compound labels.

4 Discussion

We have demonstrated that the proposed model – sparse group factor analysis – detects associations between
transcriptional and clinical views across organisms in a way that generalizes beyond the immediate prediction
task. The model allows us to explore the data in a low-dimensional latent space, revealing structure that can
describe biological responses to drug compounds. In addition, we have shown that the cross-view predictive
power of the model is comparable to a standard regularized regression model designed for the task.
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1 Faculty of Computer and Information Science, University of Ljubljana, Tržaška 25, 1000 Ljubljana, Slovenia
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Abstract. We report on a data fusion approach for prediction of outcome of drug-induced liver
injury (DILI) in humans from gene expression studies as provided by the CAMDA 2013 Challenge.
Our aim was to investigate if the data from all four toxicogenomics studies can be fused together
to boost prediction accuracy. We show that recently proposed matrix factorization-based fusion
provides an elegant framework for integration of CAMDA and related data sets. Our data fusion
approach yields a high cross-validated AUC of 0.819 (in vivo assays), which is above the accuracy
of standard machine learning procedures (stacked classification with feature selection). Achieved
accuracy is also a substantial improvement of the highest scores on the same data sets reported in
CAMDA 2012. Our data analysis shows that animal studies can be replaced with in vitro assays
(AUC = 0.799) and that we can predict liver injury in humans from animal data (AUC = 0.811).

1 Introduction

Molecular biology abounds with data from sequencing, expression studies, function an-
notations, studies of interactions and other. These data sources are related, and analysis
of one data set could benefit from inclusion of others. We have recently proposed a data
fusion approach [1] that can elegantly integrate heterogeneous data sources, representing
each data set in a matrix and fusing the data sets by simultaneous matrix factorization.
We here report on the fusion of 29 data sets from CAMDA Challenge and related data
repositories to predict DILI potential. We compare the accuracy of data fusion to that
of a standard multi-classifier approach where we stack four state-of-the-art classification
algorithms. We additionally investigate feature subset selection by CUR matrix decom-
position [2] applied before stacking [3]. Our principal contribution is a demonstration
that toxicogenomics studies can substantially benefit from data fusion.

2 Data fusion by Matrix Factorization

We use data fusion by matrix factorization [1], an intermediate data integration approach
that is able to fuse heterogeneous data sources. Intermediate integration is often the pre-
ferred integration strategy [4,5,6] as it embeds the structure of the data into a predictive
model and for this reason often achieves higher accuracy.

Data fusion considered 14 object types (nodes in Fig. 1, e.g., drug, GO term, or drug
type) and a collection of 29 data sources, each relating a pair of object types (arcs in
Fig. 1, e.g., gene annotations that relate genes and GO terms). In addition to FARMS-
summarized expression data sets we include data on drugs available from DrugBank3,
gene annotations from Gene Ontology4, protein-protein interactions from STRING5, and

3
http://www.drugbank.ca

4
http://www.geneontology.org

5
http://string-db.org
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hematological and clinical chemistry data for each animal and array metadata infor-
mation, the latter being provided by the challenge organizers. We did not use in vivo
pathological findings in the fused model.

We represent the observations from a data source that relates two distinct objects
types i and j in a sparse relation matrix Rij (e.g., R1,13 for annotations of genes in
rat in vivo single study). A data source that provides relations between objects of the
same type i is represented by a constraint matrix ⇥i (e.g., ⇥10,10 for DrugBank’s drug
interactions). Relation matrices Rij are simultaneously factorized under constraints by
⇥i [1]. The resulting system contains factors Sij that are specific to each data source and
factors Gi that are specific to each object type, such that each relation matrix Rij is

approximated as b
Rij = GiSijG

T
j . Fusion takes place due to matrix factor sharing during

decomposition of relation matrices.
We apply data fusion to infer relations between drugs and DILI potential, respectively.

This relation, encoded in a target matrix R10,14, is observed in the context of all other
data sources. Matrix R10,14 2 R131⇥3 is a [0, 1]-matrix that is only partially observed. Its
entries indicate drugs’ degree of membership to the three DILI severity classes, which
are “No concern DILI”, “Less concern DILI” and “Most concern DILI”, respectively. We
aim to predict the unobserved entries in R10,14 by reconstructing them through matrix

factorization. The DILI severity of p-th drug is determined as argmaxi bR10,14(p, i).

3 Multi-Classifier Approach and Feature Subset Selection by

CUR Matrix Decomposition

We use FARMS-summarized gene expression data for the four toxicogenomics studies that
were provided by the organizers of the challenge [7]. We employ CUR matrix decomposi-
tion [2] to identify a small set of information carrying genes. CUR matrix decomposition
in an unsupervised manner approximates target matrix A as A ⇡ CUR, where C and R

are low-dimensional matrix factors that contain a subset of columns and rows from A, re-
spectively. The advantage of CUR decomposition over some well known low-rank matrix
decompositions such as principal component analysis (PCA) or singular value decompo-
sition (SVD) is its explicit representation in terms of a small number of actual columns
and rows of target data matrix. The CUR decomposition-selected features correspond to
original gene expression profiles instead of their linear combinations as with PCA and
SVD. We then apply several state-of-the-art classifiers to predict the DILI concern in
human from the matrix factor C obtained for each toxicogenomics study separately. We
use gradient tree boosting with multinomial deviance as a loss function to model the
three classes of DILI severity, random forests, support vector machine with polynomial
kernel. Individual predictions are ensembled through stacking with logistic regression [3].

4 Results and Discussion

The performance of proposed inference approaches was estimated through 10-fold cross-
validation. Feature subset selection for multi-classifier approach was performed on train-
ing data sets. Parameters of the classification and matrix decomposition algorithms, such
as the number of iterations and the sizes of the constituent trees in gradient tree boosting,
were estimated through internal cross-validation on the training data.

In our first experiment we considered the DILI prediction problem for each study sepa-
rately and pursued a multi-classifier approach (Table 1). Feature subset selection by CUR
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Fig. 1: Fused data sources. Nodes represent 14 object types. Arcs denote data sources that relate objects of

di↵erent type (relation matrices, Rij) or objects of the same type (constraints, ⇥i) for a total of 29 matrices-data

sources. Bold arc (R10,14,R14,10 = RT
10,14) represents relation between drugs and DILI potential that we try to

augment. Fused data sources include gene annotations that are encoded in {0, 1}-matrices R1,13, R2,13, R3,13

and R4,13, expression profiles (R1,5, R2,6, R3,7, R4,8), hematology, body weight and clinical chemistry data for

each rat (R5,12, R6,12, R12,5 = RT
5,12, R12,6 = RT

6,12), array metadata information such as dose level, dosage time

and sacrifice time (R5,9, R6,9, R7,9, R8,9, R9,5 = RT
5,9, R9,6 = RT

6,9, R9,7 = RT
7,9, R9,8 = RT

8,9), drug targets

(R1,10, R2,10, R3,10, R4,10), indication of medical drugs tested with arrays (R5,10, R6,10, R7,10, R8,10), structure

and categorization of drugs (R10,11, R11,10 = RT
10,11). Constraint matrices encode protein-protein interactions

(⇥1,1, ⇥2,2, ⇥3,3, ⇥4,4), drug interactions (⇥10,10) and semantic structure of Gene Ontology graph (⇥13,13).

matrix decomposition substantially reduced the number of features. For instance and as
averaged across cross-validation folds, only about 300 features were used for training the
prediction models in human in vitro study instead of original 18,988 features included by
FARMS summarization. Solid performance of multi-classifier approach was not surpris-
ing [8,9], yet the substantial improvement of the AUC scores from CAMDA 2012 was.
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Notice that we did not reimplement the procedures from [10], so the comparison of AUC
scores is only indicative as they were obtained on di↵erent data samples chosen by cross
validation. Yet the relatively large gains in AUC by our methods do provide evidence for
improvements in prediction performance.

Notice also comparable performance of data preprocessing by CUR factorization and
PCA. As CUR performs feature selection rather than feature transformation, it could be
a preferable procedure to identify gene biomarkers.

Table 2 reports on 10-fold cross-validated accuracy for seven data fusion configurations
that considered various subsets of the complete fusion model in Figure 1. The model
inferred from all assays used an entire collection of data sources from Figure 1. Other
models considered only selected toxicogenomics studies and associated non-expression
data. For instance, fusion of in vivo assays omitted all data sets from in vitro studies
(object types 3, 4, 7, and 8).

Data fusion surpassed the accuracy of multi-classifier approach to predict DILI poten-
tial in humans (Table 2). The most accurate model was inferred by fusing in vivo assays,
which scored AUC of 0.819. It is surprising that in vivo assays, which relied on animal
model, performed better than human assays, as we aim at predicting DILI potential
in humans. However, last year’s participants Pessiot et al., 2012 [10] similarly observed
that using in vivo animal data was more informative than using in vitro data from hu-
mans. Their AUC scores obtained by linear support vector machine classifier and inferred
from separate toxicogenomics studies were substantially lower than those reported by our
fusion-based approach. Also, fusion-based model inferred from animal assays (these are
three studies, two in vivo and one in vitro study) outperformed model obtained by fusing
human assays only (one human in vitro study), where the first achieved AUC of 0.811
and the latter AUC of 0.792. One might expect that administration of drugs to animal
models would fail to identify the risk of liver injury for drugs prescribed to human due
to di↵erences in metabolic pathways and the current lack of suitable animal models that
reproduce the human risk factors [11]. Our results do not confirm this hypothesis, al-
though di↵erences in performance are small and further investigations seem worthwhile
pursuing.

Machine learning method human rat rat rat

in vitro in vitro in vivo single in vivo repeated

Log. reg. stack. (RF, MD GBT, LR, SVM) w. PCA 0.741 0.765 0.748 0.761

Log. reg. stack. (RF, MD GBT, LR, SVM) w. CUR 0.758 0.755 0.764 0.778

Pessiot et al., 2012 [10] 0.59 0.58 0.67 0.66

Clevert et al., 2012 [12] 0.26⇤

Table 1: Predictive performance of multi-classifier approach for DILI potential prediction with and without CUR

dimensionality reduction. Reported are 10-fold cross-validated AUC scores. Acronyms: RF - random forests [13],

MD GBT - multinomial deviance gradient boosting trees [14], LR - logistic regression, SVM - support vector

machine (polynomial third degree kernel). CAMDA 2012 scores are from Pessiot et al. [10] and Clevert et al. [12]

who used di↵erent cross-validation indices and data preprocessing. ⇤Clevert et al. [12] reported the error rate and

not AUC score.
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Fused data AUC

In vivo assays 0.819

All in vitro assays 0.790

Human in vitro assays 0.793

Animal in vitro assays 0.799

Animal assays 0.811

Human assays 0.792

All assays 0.810

Table 2: Predictive performance of fusing various subsets of assays for DILI potential prediction. Reported are

10-fold cross-validated AUC scores.

5 Conclusion

Data fusion allows us to simultaneously consider the available data for outcome prediction
of drug-induced liver injury. Its models can surpass accuracy of standard machine learn-
ing approaches. Our results also indicate that future prediction models should exploit
circumstantial evidence from related data sources in addition to standard toxicogenomics
data sets. We anticipate that e↵orts in data analysis have the promise to replace animal
studies with in vitro assays and predict the outcome of liver injuries in humans using
toxicogenomics data from animals.
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Abstract 

Signaling pathways constitute a valuable source of information that allows interpreting 
the way in which the cell respond to external stimulus and the aspects of the cell 
functionality affected by these. Here we explore the effect of drugs in cell signaling and 
the feasibility of using signaling to predict drug effect. A simple probabilistic model of 
23 rat KEGG signaling pathways is used to compare the impact of drugs in vitro and in 
vivo. Our results document that almost all the pathways (20 out of the 23 pathways 
modeled) were affected in one or more stimulus-response circuits in the same way both 
in cell lines and in the in vivo experiment. This effect was observed for half of the drugs 
tried. Therefore models of cell signaling can be used as predictor of in vivo activity from 
in vitro activity in a reasonable number of cases. The advantage of using such models is 
that they permit an unprecedented insight into the mechanisms of drug effect and also 
understanding the differences between the in vitro and the in vivo systems.    

Introduction 

Signaling pathways represent the way in which the combined effect of gene activity 
elicits cell-level responses by activating/deactivating specific functionalities in response 
to particular stimulus through a chain of intermediate molecules. Drugs can either act as 
external stimulus or directly interfere with the genes of the pathway, causing changes in 
the   “normal”   responses. Such changes can be used to understand the biological 
consequences of the effect of drug in the cell, as well as to give clues on the drug 
mechanism of action. Despite a different behavior of signaling pathways is expected 
when cell lines are compared to organs or tissues, some affected signaling mechanisms 
could be common to certain drugs and could be used to predict in vivo activity. We have 
used the KEGG (Kanehisa, et al., 2012) repository, which contain detailed information 
about pathways, to obtain the templates for the derivation of the probabilistic models.  

Methods 

If the individual probabilities of protein presence/absence of all the proteins in the 
pathway are known, a simple probabilistic model of the pathway can be used to 
calculate the probabilities for signal transmission from any receptor protein to any final 
effector protein (taking into account all the intermediate activator and/or repressor 
proteins in between). Here, we take gene expression values as proxies of gene activity 



and, consequently, presence/absence of the corresponding protein (Efroni, et al., 2007). 
We have used more than 10,000 Affymetrix microarrays downloaded from the GEO 
database (Barrett, et al., 2013) to derive the empirical distributions of presence/absence 
for each probe, that are further used to calculate the probability of presence/absence for 
the to the genes involved in the studied pathways (Efroni, et al., 2007; Sebastian-Leon, 
et al., 2013). Nodes have been treated in different ways depending on whether they were 
composed by alternative proteins (redundancy: only one of them keeps the node 
working) or complexes (all proteins are indispensable to keep the node working). This 
simplification has proven to be useful in practical terms (Sales, et al., 2012). Therefore, 
given the measurements of gene expressions in a particular experiment, the reference 
distributions can be sued to estimate the probabilities of presence/absence of each 
protein (and each node) of the pathway.  

Once such probabilities have been estimated, the probability of signal transmission 
along a stimulus-response circuit can easily be inferred from the probabilities of 
activation of all the connecting nodes that constitute the circuit (providing that inhibitor 
nodes allow signal transmission when they are deactivated). The circuits are defined by 
the 23 KEGG pathways of rat used here (see Table 1). Therefore, the stimulus-response 
circuits of any of the pathways can easily be modeled by means of a simple product of 
probabilities (using the principle of inclusion/exclusion when bi- or multi-furcating 
stretches are present) (Sebastian-Leon, et al., 2013). This provides a straightforward 
approach to estimate the probability of signal transmission from gene expression values. 
However, such probabilities of signal transmission when out of context are not 
informative. What is interesting is the comparison of such probabilities in two different 
conditions (typically cases versus controls). We apply a Wilcoxon test (Wilcoxon, 
1945) that allows detecting which stimulus-response circuits significantly change their 
probabilities of signal transmission between the compared conditions.  

Here, we compare the changes induced by a collection of 132 drugs from the TGP 
dataset from the Japanese Toxicogenomics Project (Uehara, et al., 2010) in the different 
circuits of different pathways both, in vitro and in vivo. 

The models of the pathways have recently been published (Sebastian-Leon, et al., 2013) 
and are available at: http://pathiways.babelomics.org/ 

Results 

For each drug, we carried out all the comparisons between the doses tried in vitro and in 
vivo, independently. For any of these comparisons, we studied which circuits in which 
pathways displayed a significant change in the activity induced by the drug, as well as 
the type of change experimented (activation or inhibition). Table 1 shows the pathways 
in which the drugs caused the same type of alterations in one or several stimulus-
response circuits. A total of 931 different circuits from all the pathways were affected 
by one or more drugs. Cell lines are more affected by drugs than the corresponding in 
vivo counterparts (by more than a 25% in average). However, only 207 stimulus-
response circuits, corresponding to almost all the pathways (20 out of a total of 23 



modeled) represented in Table 1 display coincident patterns of activation in response to 
several of the drugs tried. Almost half of the drugs tried (58 out of 132) caused an 
identical effect both in vitro and in vivo in at least one circuit of at least one pathway.  

 

Figure 1 shows in detail the activity of several drugs in the PPAR signaling pathway. A 
total of twelve drugs significantly trigger the activation of the lipid metabolism and the 
adipocyte differentiation both in vitro and in vivo. This functional activation is attained 
through the activation three main stimulus-response circuits (in red in the figure). The 
detail provided by the model allows understanding the ways through the drugs are 
acting in the cell, as well as detecting other valuable collateral drug effects, as side 
effects, drug resistances, etc., providing these have a significant impact in any of the 
modeled pathways.  

KEGG ID Name Drugs 
rno03320 PPAR SIGNALING PATHWAY bendazac, benzbromarone, benziodarone, 

clofibrate, fenofibrate, furosemide, gemfibrozil, 
simvastatin, sulfasalazine, WY-14643 

rno04115 p53 SIGNALING PATHWAY colchicine, disopyramide, ethionine, moxisylyte, 
nitrosodiethylamine, propylthiouracil, 
puromycin_aminonucleoside, quinidine 

rno04060 CYTOKINE-CYTOKINE RECEPTOR 
INTERACTION 

diazepam 

rno04210 APOPTOSIS hydroxyzine, nitrofurantoin 
rno04340  HEDGEHOG SIGNALING PATHWAY  
rno04514 CELL ADHESION MOLECULES caffeine, aproxen, nitrofurazone, tacrine,  

colchicine,  gentamicin 
rno04612 ANTIGEN PROCESING AND 

PRESENTATION 
flutamide, puromycin_aminonucleoside 

rno04662  B CELL RECEPTOR SIGNALING 
PATHWAY 

nimesulide, nitrofurazone,  chloramphenicol,  
colchicine,  mexiletine,  gentamicin,  hydroxyzine,  
sulpiride 

rno04916 MELANOGENESIS Doxorubicin,  isoniazid 
rno04012 ERBB SIGNALING PATHWAY hydroxyzine, nitrofurantoin,  colchicine, ethionine,  

colchicine,  caffeine 
rno04310 WNT SIGNALING PATHWAY Caffeine,  ibuprofen 
rno04370 VEGF SIGNALING PATHWAY Acetamidofluorene, cyclophosphamide, danazol, 

diazepam, ethambutol, ethinylestradiol, ibuprofen,  
cyclosporine_A, diazepam,  ajmaline,  
ethinylestradiol,  ethambutol, nitrofurantoin,  
nitrofurantoin 

rno04530  TIGHT JUNCTION caffeine, cisplatin, naproxen, sulindac,  ethionine, 
gentamicin,  monocrotaline, 
puromycin_aminonucleoside 

rno04630 JAK-STAT SIGNALING PATHWAY diclofenac, disopyramide, furosemide, ibuprofen, 
sulindac 

rno04664  Fc EPSILON RI SIGNALING PATHWAY colchicine, ethionine, gentamicin, penicillamine, 
valproic_acid 

rno04920 ADIPOCYTOKINE SIGNALING 
PATHWAY 

diclofenac, naphthyl_isothiocyanate, naproxen,  
colchicine,  

rno04020 CALCIUM SIGNALING PATHWAY ethionine, hydroxyzine,  caffeine 
rno04330 NOTCH SIGNALING PATHWAY Methimazole,  naproxen 
rno04512 ECM-RECEPTOR INTERACTION nifedipine 
rno04540 GAP JUNCTION carbon_tetrachloride 
rno04660 T CELL RECEPTOR SIGNALING 

PATHWAY 
colchicine, ethionine, gentamicin, penicillamine, 
valproic_acid,  caffeine, disopyramide, naproxen,  
sulindac,  naphthyl_isothiocyanate,  hydroxyzine,  
coumarin 

rno04912 GnRH SIGNALING PATHWAY disopyramide, naproxen,  iproniazid 



 
Figure 1. Rat pathway PPAR (rno03320) with red arrows indicating activation of signaling circuits by 
different drugs. 1) Circuit activated by: benzbromarone, clofibrate, fenofibrate, naproxen, WY-14643, 
omeprazole; 2) circuit activated by: benziodarone, sulfasalazine; 3) circuit activated by: bendazac, 
benzbromarone, fenofibrate, gemfibrozil, simvastatin, WY-14643. The effect of the drugs is an activation 
of the lipid metabolism and the adipocyte differentiation. 
 

Discussion 

Cell lines have extensively been used for initial in vitro testing of drugs. However, its 
validity as models of in vivo systems is questionable. Recent studies demonstrate that 
the global pattern of gene expression of cell lines is completely different to any other 
cell type, either healthy or diseased (Lukk, et al., 2010).  However, this quantitative 
observation does not provide any information about the extent at which cell lines still 
retain similar functionalities of the cell type from which they have been derived from. 
Here we have used a simple probabilistic model that transforms gene expression levels 
into probabilities of signal transmission across signaling pathways, from receptor nodes, 
which receive the stimulus, to the effector nodes that trigger the corresponding 
response. In this way, gene expression data, of often difficult interpretation, are 
transformed into meaningful functional information regarding changes in the different 
pathway responses triggered by particular stimulus.  

Our observations document a different behavior of cell lines with respect to their in vivo 
counterparts. However, such differences are not as radical as the behaviors described for 
the global gene expression (Lukk, et al., 2010) and only affects to about a 25% of the 



signaling circuits in the average. This indicates that, despite the disparity in global gene 
expression, the global behaviors are, probably, not so dissimilar. 

Using pathways to assess drug responses have a number of limitations. Firstly, there are 
drugs (half of the drugs tested here) that will not affect to the set signaling pathways 
modeled and therefore their effects will remain undetectable. In other cases, extensive 
responses, mainly observed in vitro, mask the induction or repression of common 
circuits that might be useful to predict drug activity.  

Despite the described limitations, our results suggest that the use of models of pathways 
can offer an interesting alternative to other “black box” methods for drug activity 
prediction. More detailed modeling of cell activity, including metabolic pathways and 
other aspects such as regulation, protein interaction, etc., will probably increase the 
predictive accuracy offering, at the same time, valuable information on the drug action 
mechanisms. 
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1. Introduction  We provide a partial answer to the important question in Toxicogenomics
whether in-vivo microarray expression data based on animal studies can be replaced by in-
vitro data. We consider the TGP dataset which contains over 21,000 arrays for rats treated
with mainly human drugs and profiled using the Affymetrix RAE230_2.0 GeneChip®. The
main target organ profiled is liver. In a previous study, Uehara et al. (2010) identified the
genes commonly up-regulated both  and  after treatment with three differentin vivo in vitro
drugs clofibrate, WY-14643 and gemfibrozil. This study was one of the first to create an in
vivo in vitro–  bridge for the validation of a genomic biomarker with those three compounds. In
this analysis, we try to provide a comprehensive view of the –  bridging across allin vivo in vitro
the genes (probe sets) for all the 131 drugs provided in the challenge data. Moreover, our
approach is not only to observe the similarities in gene expressions of individual genes but to
identify the similarities of the network connectivity of all the similar genes across all the
chemicals. Methodologically, we consider this question from a statistical perspective and apply
a significance test to examine if there is a difference between the genomic networks for the
two different types ( / ) after accounting for different dosages of the drugs, andin vivo in vitro
sacrifice times of the rats. In order to construct the networks of genes and then finding the
differences/similarities of the networks for the two types we use the approach similar to the
framework for differential network analysis described in our earlier work in Gill et al. (2010).
Construction of the networks for each type of data is based on a connectivity score measuring
the association between each pair of genes. We apply a connectivity score constructed using a
partial least squares (PLS) method that captures the predictability of each gene's expression
from a pairing gene after adjusting for other genes and additional covariables (such as dosage)
and thus extending our earlier approach to network and differential network analysis (Pihur et
al., 2008; Gill et al., 2010; Gill et al., 2012).
 In order to study the expression pattern and the network structures, important data
preprocessing is required to account for type, dose, and sacrifice time effects. There are
substantial differences between the expression values of the MAS5 preprocessed data from the
in vivo in vitro and  samples and any naive attempt (such as a gene by gene -test) might find>
that all genes are significantly differentially expressed in the two types. We build in the
additional preprocessing in our linear model (ANOVA) for log-gene expressions. Similarly,
these effects are included in our model for the computation of the PLS scores for the network
analysis. These are detailed in the next section.

2. Data  We analyze part of the challenge dataset from the Japanese Toxicogenomics Project
and compare the MAS5 preprocessed data from the “single dose study  experimentin vivo
using Sparague-Dawley rats” with the “  study using hepatocytes from Sparague-in vitro
Dawley rats” for 131 drugs. The  dataset for each drug has microarray expressionin vivo
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values of 31099 genes for 48 rats at four different dose concentrations (control, low, middle,
and high) and four different sampling times (3, 6, 9, and 24 hours) with three observations at
each combination of the levels for these factors. The in-vitro dataset for each drug has
microarray expression values of the same genes for 24 rats at four dose concentrations with
the same labels and three different sampling times (2, 8, and 24 hours) with two observations
at each combination of the levels. The possibility of using the FARM preprocessed data was
also considered, but many of the drugs have many genes with expression value 0 for all
observations which precludes the use of regression or even correlation methods since there is
no variation in the value of these variables.

3. Methods First, we used a nested ANOVA model to assess the effects of  ( /TYPE in vivo in
vitro DOSE SAC), drug dose ( ) , and sacrifice time ( ) on the expression levels of 31099 genes
for each drug. Specifically, for each drug the mean expression value for the 3th observation for
the th gene is modeled as1

.31 31 31œ  Ð ‡ ‡ ÑTYPE TYPE SAC DOSE .

Before fitting the ANOVA model we take the logarithm of the centered expression levels; the
logarithm of the expression values are centered with respect to all genes of the given type. For
each drug, the p-values for are computed for each gene under the assumption that theTYPE 
expression values follow a normal distribution with homogeneous error variance. We use
these preliminary ANOVA analysis to determine the genes for which the expression are not
significantly different for two different types (  vs. ) at a pairwise type 1 errorin vivo in vitro
rate of 0.05.  Summarizing the results for all the drugs we find there are 473 genes for which
the  effect is not significant for at least 80% of the drugs. In other words, the expressionTYPE
profiles of this common set of genes appear to be similar for many of the drugs. Thus, these
473 genes can be taken as common bridging genes between  and  studies acrossin vivo in vitro
a great majority of the drugs. However, as the genes do not work independently we want to
construct the network of those genes and check their differential behavior across two types.
 The tests described in this section are based on connectivity scores which measures=35
the association between the th and th genes in a network. Our earlier methods (Gill et al.,3 5
2010) for differential network connectivity are modified to allow for additional covariates. We
estimate the coefficients for these additional covariates at the same time that the coefficients
used to compute the connectivity scores are obtained.  Let  be the centered and scaled -B 83

dimensional expression vector for the th gene. 3 The method of computing the PLS scores that
is described in Pihur et al. (2008) uses separate PLS models error for eachB œ , B  ß3 34 44Á3


gene . However, in the present context, adjustments for additional effects such as the dose3
levels are needed; thus we create additional covariate vectors  and fit a set of linearD ß ÞÞÞß D" 7

models of the form error  PLS regression is used to estimateB œ + D  , B  Þ3 35 5 34 4
5
5œ" 4Á3

 
the coefficients  based on the design matrix formed by+ ß ÞÞÞß + ß , ß ÞÞÞß , ß , ß ÞÞÞß ,3" 37 3" 3ß3" 3ß3" 3:

the covariates in the PLS model. The PLS scores are computed based on the estimates
, ß ÞÞÞß , ß , ÞÞÞß ,3" 3ß3" 3ß3" 3:, . The details of the method for computing the PLS regression

estimates of the regression coefficients and their conversion to PLS scores are omitted in this
extended abstract; these were along the same lines as Pihur et al. (2008). A symmetrized

estimate of regression coefficient  is taken as the PLS association score , ,  , ÑÎ#s s
34 34 43= œ Ð35 .
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 Once the connectivity scores are computed for each network, a permutation test is
performed to test for differential connectivity of the class of all genes or the test for a single

gene.  Let  and  denotes the connectivity scores between genes  and  for networks 1= = 3 535 35
Ð"Ñ Ð#Ñ

and 2, respectively. The test statistic for the class of all genes Y  with cardinality  is0

? œ HÐ= ß = Ñ
"

0Ð0  "Ñ

3Á4−

Ð"Ñ Ð#Ñ
35 35

Y

(1)

and the test statistic for a single gene  is1

.Ð1Ñ œ
"

:  "
HÐ= ß = Ñß

3Á1

Ð"Ñ Ð#Ñ
31 31 (2)

where  computes the distance between the connectivity scores.  We have worked with theH
P HÐ= ß = Ñ œ l= = P" #

Ð"Ñ Ð#Ñ Ð"Ñ Ð#Ñ-distance | rather than the more commonly used -distance
leading to a more robust analysis. The permutation test is performed by randomly assigning
the labels to each observation in the data set formed by combining the observations from both
networks.

4. Results  For each of the 131 drugs, tests for differential connectivity of the networks on the
set of all 473 non-differentially expressed genes (1) were performed using 1000 permutations
based on the  distance function and the PLS connectivity scores.  No significant differencesP"

in the overall connectivity scores of the networks of this set of 473 genes were found for 77 of
the 131 drugs at a 5% significance level. These drugs are listed in Table 1.

           acarbose                disopyramide                 nimesulide
 acetamidofluorene                  disulfiram        nitrosodiethylamine
     acetaminophen                 doxorubicin                 papaverine
     acetazolamide                   enalapril              penicillamine
            adapin erythromycin ethylsuccinate                 phenacetin
     amitriptyline                  ethambutol              phenobarbital
          bendazac            ethinylestradiol     phenylanthranilic acid
      benziodarone                 ethionamide           propylthiouracil
   bromoethylamine                   etoposide  puromycin aminonucleoside
           bucetin                  famotidine                  quinidine
         captopril                 fenofibrate                simvastatin
       carboplatin                fluphenazine                   sulindac
       cephalothin                   flutamide                  sulpiride
   chloramphenicol                  gentamicin                  tamoxifen
     chlormadinone                griseofulvin                tannic acid
     chlormezanone                 hydroxyzine                terbinafine
  chlorpheniramine                  imipramine               tetracycline
    chlorpromazine                   labetalol               theophylline
    chlorpropamide                   lomustine               thioridazine
     ciprofloxacin                  lornoxicam                ticlopidine
      clomipramine              mefenamic acid                  tiopronin
        colchicine                   meloxicam                tolbutamide
    cyclosporine A                   metformin                triamterene
           danazol          methyltestosterone                  triazolam
        dantrolene                  mexiletine              trimethadione

               diltiazem                  nifedipine

Table 1: Drugs with similar connectivity scores in the two networks.
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 Even among the 54 drugs for which the set of all genes are significantly different in
terms of overall network connectivities, there are many genes that are not significantly
different in terms of individual connectivity scores in the two networks at a 5% level. Tests for
the significance difference of the connectivity score of each individual gene within the network
(2) were performed for the 54 drugs, and there were 35 genes that were not differentially
connected for at least 70% of the drugs. These genes are shown in Table 2.

GENE       prop. GENE       prop. GENE       prop. GENE       prop. GENE       prop.

1385656_at 0.833 1397371_at 0.759 1395446_at 0.741 1381550_at 0.722 1392859_at 0.704
1395874_at 0.815 1396604_at 0.759 1375063_at 0.741 1370626_at 0.722 1388033_at 0.704
1378788_at 0.796 1392389_at 0.759 1396731_at 0.722 1398741_at 0.704 1385031_at 0.704
1396340_at 0.778 1391493_at 0.759 1385655_at 0.722 1398675_at 0.704 1383272_at 0.704
1393711_at 0.778 1368887_at 0.759 1385589_at 0.722 1397850_at 0.704 1383195_at 0.704
1391313_at 0.778 1368854_at 0.759 1384683_at 0.722 1397720_at 0.704 1381502_at 0.704
1398707_at 0.759 1397339_at 0.741 1384061_at 0.722 1395490_at 0.704 1377391_at 0.704

Table 2: Genes not differentially expressed for at least 70% of the remaining 54 drugs. The respective
gene names (probe set IDs) and proportion of drugs with similar connectivity scores for that gene in the

in vivo in vitro and  networks.

 In order to characterize the 473 genes which have shown no significant difference
between the  and  types with more than 80% of the drugs we used functionalin vivo in vitro
annotation tool DAVID (Huang et al., 2009a; 2009b). Results of that analysis for the top five
functional clusters out of the 473 genes are given in Table 3. Most of the genes in the first
functional cluster are involved in neuron development, neuron differentiation, neuron
projection morphogenesis  and cell morphogenesis activities. The genes in the second most
important cluster are involved with proteins in cell-cell junctions of multi-cellular species and
also most of them are associated with some synaptic activities. The third most important
functional cluster of the genes are associated with epidermal growth factor (EGF) proteins.

Cluster Enrichment % of 

Score drugs

1 4.05 87

2 3.08 92

3 2.20 90

4 1.49 92

5 1.48 95

Table 3: Tests of differential connectivity for
the top 5 clusters obtained from the DAVID
Functional Annotation Tool. The last column
shows the percentages of drugs for which the

corresponding sub-networks were not
significantly different.

Figure 1:  and  networks forIn vivo in vitro

cluster 4 and the drug phenylbutazone.  Edges
are displayed for gene pairs with connectivity

scores (rescaled so that the largest score for the
network is 1 in magnitude) greater than 0.5 in

magnitude.

Next, we reconstructed the networks separately for each functional cluster. These networks
had fewer significant differences between the  and  types than the overallin vivo in vitro
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networks.  As seen in the Table 3, the difference between the  and  networks arein vivo in vitro
not statistically significant for at least 87% of the drugs among these top five clusters.
 We also annotated 35 genes for each of which the individual network connectivity
score between the  and  types remained unchanged in spite of havingin vivo in vitro
significantly different total gene set network connectivity scores under the treatment of 54
drugs. With DAVID annotation tool we figured that all these 35 genes are in one functional
cluster and they are associated with cellular macromolecular complex assembly.
 Lastly, we wanted to illustrate how these sub-networks behave for a given drug.
Figure 1 illustrates the constructed and  networks for the genes in cluster 4 forin vivo in vitro
phenylbutazone, a non-steroidal anti-inflammatory drug (NSAID). For these networks, the
test for differential connectivity is not significant (p-value is 0.42).  All edges in the in vivo
network also appear in the  network, and only 4 edges in the  network do notin vitro in vitro
appear in the  network.in vivo

5. Conclusion  A comprehensive view of the  -  bridge of the genes using thein vivo in vitro
rat microarray TGP study under all the drugs is undertaken. We not only provide the similarity
of individual gene expression pattern but also that of the association networks under in vivo
and  experiments. The systems are scrutinized in terms of overall network connectivityin vitro
and also in terms of individual gene connectivity. We use PLS based association scores
adjusted for sacrifice time and dosage followed by a permutation based statistical test with
those scores. Since we are trying to identify genes that are not different, a conservative
approach in this context will be not to apply a multiple testing p-value correction unlike typical
gene expression studies where the goal is to identify genes that are differentially expressed
and/or connected under two biological conditions. It is interesting to observe that, similar to
Uehara et al. (2010) who studied three of the drugs, none of the bridging genes that we found
are involved with cell proliferation and apoptosis.
 A potential limitation of our study is that our findings are based on a specific type of
statistical model. In the future we plan to undertake additional investigation where networks
are constructed by fitting other types of predictive models such as lasso (Tibshirani, 1996) and
elastic net (Zou and Hastie, 2005) and the results are compared.
 The findings must be interpreted carefully. First of all, we have highlighted the genes
which were not significantly different. However it does not quite imply that  and in vivo in
vitro studies are completely interchangeable since there are genes that show differential
expression and network profiles in the two networks. Furthermore, lack of statistical
significance does not necessarily imply that the objects under comparison are indeed equal.
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The classification of different tumor types is most important in cancer diagnosis. The cancer 
classification studies are clinical based and have restricted diagnostic ability. Cancer 
classification using gene expression data is known to contain the keys for addressing the 
central problems relating to cancer diagnosis and drug discovery. Analysis of genome-wide 
expression data poses a challenge to extract relevant evidence. We use computational 
method that order genes on a line and clusters genes by the probability that their products 
interact. Protein–protein association information can be obtained from large data bases as 
STRING. The genome organization obtained this way is independent from specific 
experiments, and defines functional modules that are associated with gene ontology terms. 
The starting point is a gene list and a matrix specifying interactions. Considering the Homo 
sapiens genome, we projected on the ordering gene expression, producing plots of 
transcription levels for three different tumor types (lung, neuroblastome, breast), whose data 
are available at Gene Expression Omnibus database. This analysis differentiated normal and 
tumor tissues. Moreover, the subdivision of the tumor tissues in many classes that were 
previously inspected with biological process ontologies (Gene Ontology) shown that each 
class has a set of modified process. This result is the first evidence to find biomarkers for 
tumor staging by a computational method. 
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1 Introduction

Typical risk assessment strategies use animal models and in vitro experiments as surro-
gates for human studies in the early stages of drug development. Toxicity assessment
is then conducted using conventional indicators such as pathology and clinical chem-
istry data. Although these methods are widely used, around 40% of drug-induced liver
injury (DILI) cases are not detected in the preclinical studies using these conventional
indicators, and agreement between studies on animal models and human clinical trials
is often poor. To overcome these issues, advances in modern “-omics” including high-
throughput microarrays and next-generation sequencing technologies have allowed us-
ing genomic biomarkers in risk assessment. The underlying hypothesis is that genomic
biomarkers will be more sensitive than conventional markers in detecting toxicity signals.

In this paper, we predicted DILI based on microarray data sets provided by the
Japanese toxicogenomics project [1], a CAMDA 2013 challenge. We first explored the
possibility of replacing the animal model with in vitro assay coupled with toxicogenomics.
Previous studies addressed this problem using the agreement of di↵erentially expressed
gene lists from in vivo and in vitro data, and found poor agreement between the two [2].
Pessiot et al. then proposed to evaluate the in vivo-in vitro agreement using Gene Set
Enrichment Analysis (GSEA) on collapsed probesets [2], which has shown success in im-
proving such agreement. Here we took an alternative approach. Instead of comparing
features (for example, di↵erentially expressed genes) resulting from in vivo and in vitro

experiments, we evaluated biological consequences such as pathological measurements and
observed DILI by comparing the power of gene features to predict these consequences.
The underlying hypothesis was that the processes that cause pathology and DILI e↵ects
are complicated and may involve many factors; and although in vivo and in vitro data
sets may share many common characteristics, they could also capture di↵erent biological
information. Because drug toxicity could result from perturbations of biological metabolic
pathways, these e↵ects could happen at any level and could be induced by several key
players. We also explored the possibility of predicting the DILI potential in humans us-
ing the in vitro data from rat primary hepatocytes or human primary hepatocytes. Our
method focused on the analysis of resulting pathological data and therefore could provide
a more fair comparison using downstream e↵ects as our key. Because the pathological data
is available for in vivo assays only, we assumed that drug will cause similar pathological
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results in in vitro experiments as it does for in vivo assays. For DILI data, we assumed
a drug has similar liver injury e↵ect in humans and rats for predicting liver injury using
toxicogenomics data from animals.

2 Materials and Methods

We explored the possibility of predicting the DILI potential in humans using Japanese
toxicogenomics project data, which provided close to 20,000 pre-processed A↵ymetrix
microarrays used to measure the e↵ects of 131 drugs on the liver [1]. These included
rat in vivo data with two experiment designs (single and repeated) and in vitro data of
both rat and human (using rat and human hepatocytes). Various drug dose levels and
sacrifice time after treatments were applied in the experiment design. We used FARMS-
summarized and collapsed gene expression values as described previously [3] in modeling
and analysis for this paper.

Among the 131 drugs, 101 were associated with one of the following categories: “Most
DILI concern”, “less DILI concern” and “no DILI concern”. We considered DILI predic-
tion as a binary classification problem. Unlike previous work [3] that used two classes of
“Most DILI” against “Less DILI” or “No DILI”, we used the control microarray data as
one class and the microarray data from “ Most DILI concern” and “Less DILI concern”
drugs as the other class because we found it is di�cult to di↵erentiate between these
two labels. Each microarray data is represented by 12,088 genes (rats) or 18,988 genes
(humans).

CAMDA challenge also provided a total of 5569 summaries of the rat liver pathology
reports as previously described [1], which makes supervised training possible to predict
pathology. For each pathology finding, we ignore severity and create a dataset for that
finding and use binary classification model to classify it. As in previous work [4], only
the five most frequent pathology findings, for which the largest data sets were available,
were evaluated: hypertrophy, necrosis, cellular infiltration, microgranuloma and cellular
change.

As to the classification model used we applied Random Forest (RF) [5], which is
an ensemble approach based on the aggregation of a set of decision trees, where each
tree is grown from a bootstrap sample (sampling with replacement) of the original data.
The average over all of the predictions from the individual trees was considered as the
final predicted value. In addition to achieving competing prediction accuracy compared
to the state-of-the-art machine learning methods, Random Forest also could cope with
high dimensional data and has good model interpretability while incorporating variable
selection inside the learning process.

Source code and additional results from the analysis are available at: https://

bitbucket.org/davidzhang/camda2013.
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(a) Low dose level (b) Middle dose level (c) High dose level

Figure 1: ROC curves in classifying DILI using Rat in vitro data

3 Results

We first explored influences of di↵erent experiment designs (dose and sacrifice time) on
the prediction of DILI potential. Figure 1 demonstrates ROC curves for the classification
of DILI categories using rat in vitro data sets of di↵erent combinations of dose level (low,
middle and high) and time point (3, 6, 9 and 24 hour after treatment). The ROC curves
are averaged results using 5-fold cross validation. Although various combinations of dose
and time points have di↵erent sets of di↵erentially expressed genes, they all have good
and similar discriminative power in classifying samples as damaged and non-damaged.
This observation suggests that time information and dose level are not critical factors in
assessing drug toxicity in these data, which is consistent with the prior findings of Pessiot
et al. [2].

3.1 Comparisons between rat in vivo and in vitro studies

To evaluate the possibility of replacing an animal in vivo study with in vitro assay, we
built a classifier on available rat in vitro data and then used it to predict rat in vivo

data. Figure 2(a) demonstrates the ROC curve of DILI classification using 1,000 trees
in the Random Forest. The result is promising (AUC=0.83). On the other hand, the
RF model built on in vivo data can perfectly predict DILI potential of in vitro assay
(AUC=1.00, results not shown). In addition to providing prediction, RF also calculates
variable importance (VIM) for each feature when constructing the model. We then com-
pared two gene lists: one list include genes in in vivo study with VIMs not larger than
0 (referred to as in vivo gene list), and the other list contains genes from in vitro assay
whose VIMs are not larger than 0 (referred to as in vitro gene list). These two gene lists
were obtained according to RF VIMs based on RF models constructed on in vivo and in

vitro data sets separately. Figure 4 shows the Venn diagram of the comparison. Among
5,845 total important genes, only 1575 (26.88%) genes are shared by two lists, indicating
poor agreement when comparison is performed between gene features. Nevertheless, using



4

(a) Rat in vitro classify rat in vivo (b) Rat in vivo classify human in vitro

Figure 2: ROC curves of rat in vivo DILI classification using RF model built on rat in

vitro data (a) and of human in vitro DILI classification using RF model built on rat in

vivo data (b)

DILI classification as an interpretation of important genes from the two lists is a better
approach to compare rat in vivo and in vitro data sets. Since DILI is derived eventually
from pathology and clinical chemistry data, thus we expect classifier using RF model
for predicting pathological data also preform good. Figure 3 demonstrates five leading
pathologies classification using RF model built on rat in vivo data (Figure 3(a)) and rat
in vitro data (Figure 3(b)) .

3.2 Comparisons between human in vitro and rat in vitro data

The results as shown in Figure 2(a) demonstrate that replace animal model with in

vitro assay is possible. Furthermore, we attempted to predict DILI in humans using rat
toxicogenomics data. We created an ortholog gene mapping between human genes and
rat genes according to their corresponding probe-set common gene names and obtained a
list of 9,947 pairs of ortholog genes. A RF classification model was constructed using rat
in vitro data and such model was then used to predict DILI potential of human in vitro

gene expression data. The result as shown in Figure 2(b) demonstrates that we could
accurately classify human DILI (AUC=1.0) using model built on rat in vitro data, which
implies it is possible to predict the liver injury in humans using toxicogenomics data from
animal in vitro assays.
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(a) Using RF model built on rat in vivo
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Figure 3: ROC curves for classifying five pathologies
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1 Introduction

The TGP dataset from the Japanese Toxicogenomics Project concerns the response of rats and rat
and human in vitro cell cultures to a number of drugs [1]. In the CAMDA 2013 challenge this
dataset is utilized for analyzing drug-induced liver injury (DILI). Questions include the evaluation
of the dataset to determine whether the animal model can be replaced with an in vitro cell culture,
and whether DILI can be predicted using toxicogenomics data from animals. Both pathology data
and microarray genomic expression data are provided in the challenge. We approach these ques-
tions as a machine learning task, evaluating the dataset in the context of SVM and RLS classifiers
and in defining an experimental setup for automated prediction of DILI.

2 Dataset and Methods

We use the FARMS normalized version of the CAMDA dataset, intended to overcome observed
cell culture effects [2]. The dataset consists of a large number of experiments, but in light of the
proposed experimental question, predicting the liver injury potential of a drug, there are only 101
distinct examples, each example representing a single drug with a human DILI-concern rating,
with features potentially combined from several in vivo or in vitro experiments. Of these drugs, 8
are in the “no DILI concern”, 52 in the “less DILI concern” and 41 in the “most DILI concern”
categories.

A per-drug example dataset in LibSVM format is provided as part of the CAMDA challenge,
for the task of classifying drugs into “no DILI concern” vs. “most DILI concern”. With only 8 ex-
amples in the “no DILI concern” class, if e.g. 10-fold cross validation were applied to the dataset,
each subset would contain on average just a single example of this class, leading to potentially
unstable results. We note that Pessiot et. al. [3] performed classification experiments using bi-
nary classification into “no or less DILI concern” vs. “most DILI concern”, an experimental setup
resulting in a more balanced class distribution.

In defining our experimental setup our primary aim was to formulate a question that would
result in a larger dataset, potentially producing more reliable results. Therefore, we defined as our

1



per-individual experiment whether the individual animal or cell culture in a single experiment had
been treated with a drug of “no or less DILI concern” or “most DILI concern”. This setup is of
course very close to classification on the level of drugs, but allows us to explore the classifica-
tion potential of the individual variation between experiments, and provides us with a larger set of
examples. To maximize available data we also combined single and repeated dose rat in vivo ex-
periments. In preliminary classification studies, we observed that models trained on high drug dose
experiments had best performance, and that 9 hr, 24 hr and 29 day time points for the rat in vivo
data, as well as 8 hr for the human and 2 hr for the rat in vitro data had best performance. Selecting
these experiments for further study, we produced datasets with “most”/”no or less” examples at
80/160 for human in vitro, 82/120 for rat in vitro and 205/215 for rat in vivo experiments.

There are of course strong implied dependencies between individual experiments with a single
drug, between not only replicates, but potentially also time points and doses. To avoid information
leaks, when selecting examples for training and testing, we always put all examples treated with
the same drug into either the training or the testing set.

2.1 Features

We defined a number of feature groups to be used for classifying the data. Pathology features are
the pathology, hematology, biochemistry and liver weight data, available for the in vivo rat ex-
periments. Array features are the FARMS-processed, non-collapsed microarray expression values
available for all experiment types. We also experimented with using INI scaling, multiplying the
expression values with their reliability estimates (value⇤ (1� INI)) [4].

In addition to these basic features, we also explore refining the dataset with additional data on
tissue specificity of gene expression. We retrieve from UniGene1 known tissues of expression for
both rat and human genes. For each tissue-specific group of expression values we define a set of
statistical features (minimum, maximum, mean, median and variance) intended to give an overview
of expression values. Alternatively, we also select as array features and the tissue-specific statistics
only the subset of genes known to be expressed in the liver, based on UniGene data.

2.2 Machine learning approach

We apply two state-of-the-art machine learning algorithms: the support vector machine (SVM) and
the regularized least-squares (RLS) method, also popularly known as least-squares SVM, or ridge
regression [5]. The methods are closely related, and have in numerous experimental comparisons
been shown to have quite similar performance. A specific advantage for RLS is the existence of
efficient computational short cuts for computing cross-validation estimates. These are especially
useful in the considered setting, since due to the small sample size, a central challenge for the
evaluation is how to do parameter selection, and at the same time obtain a reliable estimate of the
predictive performance. For RLS learning and cross-validation algorithms, we use the implemen-
tations in the RLScore2 software package.

For the initial SVM experiments we applied the SVMmulticlass support vector machine3 [6]
1
http://www.ncbi.nlm.nih.gov/unigene

2
http://www.tucs.fi/RLScore/

3
http://svmlight.joachims.org/svm_multiclass.html
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with a linear kernel. Experiments with 10-fold cross-validation proved very unstable, likely due to
the small number of examples in each subset, so we adopted a 5-fold cross-validation approach,
where two fifths were used to train the classifier, two fifth’s to optimize the parameters (opt set) and
one fifth to evaluate performance (test set). All examples for the same drug were always placed in
the same fold.

To maximize the use of the available data we took advantage of the cross-validation capabilities
of the RLScore package. Following the recommendations of [7] we apply a leave-pair-out cross-
validation scheme, defined as follows:

1
|I+||I�| Â

i2I+
Â
j2I�

H( f{i, j}(xi)� f{i, j}(x j)),

where f{i, j} denotes a classifier trained with the whole data set except the i-th and j-th training
examples, and I+ ⇢ I and I� ⇢ I denote the indices of the positive and negative instances in the
whole data set Z, respectively. We enumerate all the drug-pair combinations, and on each round
of cross-validation leave as test examples all data points corresponding to these two drug pairs.
The setup guarantees that we have no information leak between training and test data, since all
data points corresponding to same drug are always in the same fold. Further, as shown by [7],
the method makes maximal use of the available data, producing an almost unbiased estimate of
the AUC, with lower variance than alternative approaches. We perform nested cross-validation,
with an inner leave-pair-out loop used for parameter selection, and an outer one for performance
estimation.

3 Results and Discussion

In Table 1 we present RLS leave-pair-out classification results for the preprocessed per-drug TGP
data prepared by the CAMDA organizers. We notice considerable variance in the results: while
the best performance achieved on high-dose level at 24 h is 0.71, the lowest one is 0.23 AUC at 2 h
on low dosage, which is much worse than a random classifier would be expected to perform (0.5).
Therefore we consider it unclear how much predictive power the learned models really have, or if
the detected patterns are just due to random chance.

In Table 2 are shown the results for our per-individual approach to the CAMDA dataset, test-
ing both SVM and RLS classifiers. We again notice considerable variance on the results. While
the RLS cross-validation presents the most efficient way of utilizing the available data for train-
ing, the 5-fold SVM cross-validation should result in relatively similar results for truly reliable
predictions. We notice the two experiments provide similar results mostly on the rat in vivo data,
where performance is also the highest. The rat and human in vitro datasets show considerably
lower performance, with human results slightly more promising. In our experimental setup, the
use of INI values did not have much impact on performance. The direct use of the pathology data
as features resulted in very unstable models for the in vivo data. We note that the UniGene tissue
specific expression statistics show some potential on the in vitro datasets, achieving on occasion
relatively high performance with a much smaller number of features, but due to the variance of the
dataset, these observations should be considered highly speculative. Overall, the use of the in vivo
expression data as features resulted in the most stable models.
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Table 1: RLS nested leave-pair-out cross-validation results on preprocessed TGP per-drug data.

Dose AUC (2 h) AUC (8 h) AUC (24 h) AUC (all timepoints)
All 0.60
Low 0.23 0.48 0.57
Middle 0.61 0.61 0.63
High 0.46 0.49 0.71

Table 2: RLS nested leave-pair-out cross-validation and SVM 5-fold cross-validation results (parameter op-

timization set and test set) on per-individual TGP data. Results over AUC 0.6 are shown in bold and under

AUC 0.5 in italics.

Species Feature Groups Features SVM(opt) SVM(test) RLS
human in vitro INI, array 9011 0.59 ± 0.06 0.53 ± 0.07 0.54
human in vitro INI, array, unigene 9479 0.60 ± 0.07 0.50 ± 0.09 0.40
human in vitro INI, array, unigene(liver) 8049 0.60 ± 0.06 0.52 ± 0.09 0.53
human in vitro INI, unigene 471 0.55 ± 0.06 0.53 ± 0.07 0.57
human in vitro array 18980 0.60 ± 0.07 0.49 ± 0.07 0.54
human in vitro array, unigene 19448 0.60 ± 0.06 0.48 ± 0.08 0.40
human in vitro array, unigene(liver) 12093 0.60 ± 0.06 0.49 ± 0.07 0.53
human in vitro unigene 471 0.54 ± 0.05 0.52 ± 0.05 0.65

human in vitro unigene(liver) 15 0.53 ± 0.05 0.49 ± 0.01 0.53
rat in vitro INI, array 7950 0.54 ± 0.03 0.53 ± 0.06 0.55
rat in vitro INI, array, unigene 8130 0.54 ± 0.03 0.52 ± 0.05 0.53
rat in vitro INI, array, unigene(liver) 4752 0.56 ± 0.03 0.51 ± 0.06 0.51
rat in vitro INI, unigene 183 0.55 ± 0.02 0.53 ± 0.06 0.56
rat in vitro array 12080 0.54 ± 0.03 0.53 ± 0.04 0.55
rat in vitro array, unigene 12260 0.54 ± 0.03 0.54 ± 0.06 0.51
rat in vitro array, unigene(liver) 5533 0.56 ± 0.03 0.52 ± 0.06 0.51
rat in vitro unigene 183 0.55 ± 0.02 0.54 ± 0.05 0.58
rat in vitro unigene(liver) 9 0.50 ± 0.00 0.50 ± 0.00 0.36
rat in vivo INI, array 6753 0.60 ± 0.06 0.58 ± 0.04 0.61

rat in vivo INI, array, unigene 6933 0.58 ± 0.03 0.58 ± 0.08 0.61

rat in vivo INI, array, unigene(liver) 4299 0.57 ± 0.03 0.55 ± 0.03 0.60

rat in vivo INI, unigene 187 0.59 ± 0.03 0.51 ± 0.05 0.55
rat in vivo array 12084 0.60 ± 0.06 0.61 ± 0.09 0.60

rat in vivo array, pathology 12189 0.62 ± 0.11 0.37 ± 0.11 0.49
rat in vivo array, unigene 12264 0.59 ± 0.04 0.59 ± 0.06 0.61

rat in vivo array, unigene(liver) 5537 0.58 ± 0.03 0.56 ± 0.03 0.60

rat in vivo pathology 112 0.62 ± 0.10 0.42 ± 0.04 0.41
rat in vivo unigene 187 0.59 ± 0.03 0.50 ± 0.03 0.55
rat in vivo unigene(liver) 13 0.52 ± 0.01 0.48 ± 0.02 0.50
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4 Conclusions

We find it notable that mostly the largest drug doses produced data that could be classified the best,
possibly indicating that the DILI-related gene expression response is rather faint, pointing to the
need for an experimental setup strong enough to produce unambiguous data.

Our Python-based experimental software is built on publicly available tools, depending only
on open source classifiers. We will also provide all of our code under an open source license,
hopefully useful for further research on the topic.

In testing various feature representations, we observed potential value on refining the expres-
sion data with external databases such as UniGene. However, most importantly, performing a
large set of experiments with somewhat related feature representations and different classifiers
highlighted the disturbingly large variance in classification performance. In understanding the po-
tential of the TGP dataset for building predictive models we therefore consider it highly important
that all experimental results are carefully compared and evaluated.
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The toxicogenomics is usually expected to aid in the risk assessment of drugs. Drug-
induced liver injury (DILI) is a leading reason of drugs failing during clinical trials as well as 
being withdrawn from the market. In this paper, we focused on the two problems in 
prediction of DILI by analyzing the toxicogenomics data provided by CAMDA2013. 
 
Firstly, we predict the DILI using a more reasonable data-collapsing method although with a 
relatively lower classification performance. Some of previous work consider the data-
collapsing but neglect the following objective situation. During predicting the risk of a new 
drug, the drug toxicity in any doses and any time-point conditions should be blind to us. 
More specifically, for predictive machine learning models, it is more reasonable to use some 
drug profiling data for training while test on another drugs profiling data. Thus, we present a 
new and more reasonable method for collapsing the multi-doses and multi-time-points 
expression profiling data of microarray. We use the averaged value and maximum value of 
the differential expression values in all doses and time-points for each drug within each 
gene with or without trim to construct the two datasets for learning. By using some 
classification methods including both LDA and linear SVM with ten folds cross-validation, 
we found the accuracies of predicting DILI are all about 60% using the rat in vivo single 
dose type profiling data. This unsatisfactory result may be caused by the fact that different 
drugs may result in DILI in various approaches. In other words, this problem becomes a 
small sample problem in spite of many features. Therefore, the differential expression genes 
have litter in common among the profiling of drugs. This result suggests that subtyping the 
coarse-grained DILI based on the related pathways of differential expression genes may 
contribute to the ultimate risk assessment of new drugs. 
 
Secondly, we utilize Canonical Correlation Analysis (CCA) to integrate the profiling data from 
rat in vivo single and in vitro for predicting DILI. A typical use for CCA is to take two sets of 
variables, e.g., profiling data from rat in vivo single and in vitro, and see what is common 
subspace, e.g. DILI, amongst the two sets. So, it is suitable to integrate these data via CCA. 
Using the integrated data, the prediction result is not better than the result from that of rat in 
vivo. Our result reveals that the agreement between in vivo and in vitro is poor for predicting 
the DILI. It seems that the noises in each dataset mask the common profiling pattern of DILI 
or the subtypes of DILI may result in a less common profiling pattern of DILI. 
 
In summary, we present a more reasonable data-integrating method for the classification of 
IDLI and the poor agreement between in vivo and in vitro for predicting the DILI. It seems 
that subtyping the DILI may be essential to better assess the risk of new drugs. 
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The past decades drug induced liver injury (DILI) is the main cause of drugs to fail 
during clinical trials or to be withdrawn from the market (Chen et al. 2011). 
Approximately 40% of DILI cases are not detected in preclinical studies based on 
conventional indicators in in vivo rodent studies (Zhang et al. 2012). Therefore, 
alternative methods for predicting the DILI potential in humans are needed and 
toxicogenomics-based approaches have been considered. 
Recently, we developed an in vitro transcriptomics-based method in the human 
hepatic cell line HepG2 for predicting in vivo genotoxicity, which showed 89% 
accuracy, thereby clearly outperforming the standard in vitro test battery 
(Magkoufopoulou et al. 2012). For the CAMDA challenge an adapted version of this 
in vitro method was used to develop an in vitro classification model for predicting DILI 
in humans. 
The development of the in vitro classification model for DILI in human consisted of 3 
steps: 

1. selecting drugs from the three DILI potential groups (i.e. “no DILI”, “less DILI” 
and “most DILI”) for the training and validation sets; 

2. establishing gene signatures between the different DILI potential groups of 
the training set using a leave-one-out t-test or ANOVA; 

3. using these gene signatures to train and validate the prediction model in PAM 
(prediction analysis for microarrays) (Tibshirani et al. 2002). 

 
Selection of drugs 
From each DILI potential group, i.e. “no DILI” (ND), “less DILI” (LD) and “most DILI” 
(MD), drugs were selected based on the in vivo clinical chemistry measurements of 
alkaline phosphatase (ALP), aspartate aminoptansferase (AST), alanine 
aminotransferase (ALT), lactate dehydrogenase (LDH) and Y-glutamyltranspeptidase 
(GTP) from rats with a daily repeated treatment. In particular, 20 MD drugs were 
selected that showed elevated levels for four or five of the measurements. Six ND 
drugs that showed decreased or unchanged levels were selected. For 35 LD drugs 
two or three of the measurements showed elevated levels. Dose and time were not 
taken into consideration in the selection.  
 
The selected drugs were used in different settings resulting in four training sets: 

- all selected drugs; MD, LD and ND or total DILI (D) and ND (61 drugs) 
- drugs from MD and ND (26 drugs) 
- drugs from LD and ND (41 drugs) 
- drugs from MD and LD (55 drugs) 

 
The distribution of drugs over the DILI groups for the training and validation set is 
summarized in Table 1. 



Table 1. Distribution of drugs over the DILI groups for the training and validation set. 
 training set validation set total 
MD 20 21 41 
LD 35 13 48 
ND 6 2 8 
total 61 36 97 
 
 
Gene signatures 
Microarray data from human primary hepatocytes exposed to high doses for 24 hours 
were used to establish gene signatures for each training set of drugs. The expression 
data were re-annotated to the MBNI Custom CDF-files and RMA normalized using 
the web tool arrayanalysis.org (Eijssen et al. 2013). 
Genes with significantly different expression values (p<0.01) between the different 
DILI groups for each training set were selected from the expression data based on a 
series of statistical tests (ANOVA with three groups and t-test with two groups). For 
each test the two replicates of one of the drugs were removed (leave-one-out 
procedure). The significant genes that were present in all tests (the intersection of all 
lists) were selected for training the prediction model as signature. The resulting five 
gene signatures lists contained 31 to 141 genes as indicated in Table 2. 
 
Training and validation of prediction models 
PAM analysis (Tibshirani et al. 2002) was conducted for each of the signature lists for 
class prediction (threshold: 0). Misclassification errors (ME) were calculated for each 
prediction model and were highest (0.25) for ANOVA MD-LD-ND. The other four 
models had a ME <0.1. 
Per prediction model the accuracy for each DILI group was calculated as indicated in 
Table 2. The accuracy within the training set is >90% for all prediction models except 
ANOVA MD-LD-ND (accuracy 67%-90%). This model also shows lowest accuracy 
for the validation (<62%). The other four models, MD-ND, LD-ND, MD-LD and D-ND, 
had a total accuracy for the validation of 87%, 80%, 50% and 89%, respectively. 
The MD-ND and LD-ND models were further examined by testing the LD and MD 
drugs, respectively. This resulted for the LD drugs that 85% were predicted as MD 
and for the MD drugs that 95% were predicted as LD. This is also in line with the 
results (accuracy 89%) of the D-ND model. These findings indicate that both MD-ND 
and LD-ND models can be used for the prediction of DILI. In addition, the gene 
signature list from the MD-ND, LD-ND and D-ND models share 36 genes (Figure 1). 
These genes were examined for GO processes in DAVID (Huang da et al. 2009) and 
were mainly involved in cell cycle, cell growth & proliferation and signal transduction 
related processes. 



Table 2. Accuracy for training and validation sets for each prediction model. The 
number of signature genes and misclassification errors (ME) are indicated. 
ANOVA MD-LD-ND (105 genes; ME 0.25) 
 training validation 
MD 90% 33% 
LD 88% 62% 
ND 67% 0% 
tot 87% 42% 
   
t-test MD-ND (83 genes; ME 0.038) 
 training validation 
MD 95% 95% 
ND 100% 0% 
tot 97% 87% 
   
t-test LD-ND (79 genes; ME 0.024) 
 training validation 
LD 97% 92% 
ND 100% 0% 
tot 98% 80% 
   
t-test MD-LD (31 genes; ME 0.091) 
 training validation 
MD 100% 33% 
LD 91% 77% 
tot 95% 50% 
   
t-test D-ND (141 genes; ME 0.049) 
 training validation 
D 95% 94% 
ND 100% 0% 
tot 95% 89% 

 

 

Figure 1. Comparison of the t-test based 
gene signatures (i.e. number of genes) 
for the different DILI group combinations. 

 
 



Conclusions 
The results of the in vitro human transcriptomics based models are very promising 
with up to 89% correct prediction for DILI potential. However, it should be noted that 
the two ND drugs in all validation sets are wrongly predicted and that improvement is 
definitely needed for distinguishing MD drugs from LD drugs. 
 
Further analyses will be performed in which the following aspects will be considered: 

- inclusion of time and dose relationships and/or additional clinical chemical 
measurement in the selection of drugs for the training set; 

- increasing the number of ND drugs from other data repositories; 
- performing analysis on transcriptomics data from other time and dose levels; 
- enhancing the biological interpretation of gene signature lists. 
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Next generation sequencing (NGS) has become the preferred technology in current genetic 
studies largely because of the potential to identify not only common genetic variants, but 
also novel and rare variants as well as structural variants. However, reliability of genetic 
findings based on NGS data relies crucially on accurately calling single-nucleotide 
polymorphisms (SNPs) and their genotypes. False SNP calls and incorrect genotypes are 
caused in different ways, including sequencing errors, incorrect base calling, mapping 
errors, and sampling bias due to insufficient coverage. Analysis methods and quality control 
metrics to distinguish true SNPs from false variants are urgently needed to realize the full 
discovery potential from NGS data. The Critical Assessment of Massive Data Analysis 
(CAMDA) consortium hosts the KPGP-38 Human Genomes NGS data obtained from the 
Illumina HiSeq 2000 platform with 30x to 40x coverage. Importantly, this dataset’s high 
coverage and the inclusion of two different sets of twins and a Caucasian female provides a 
suitable opportunity to explore quality control metrics for improving accuracy in SNP and 
genotype calling and to investigating aspects of population genetics. We first used different 
pipelines such as SOAP2-SOAPsnp and Hexagon to call SNPs and genotypes as well as 
structural variants for the KPGP-38 data. Then, twin pairs KPGP88/KPGP89 and 
KPGP90/KPGP91 were determined to be monozygotic based on SNP and genotype call 
concordance that was somewhat higher than we’ve previously observed for technical 
replicates from the same DNA. Thereafter, discordant SNPs and calls for the pair of twins 
were presumed to be errors for which causes could be postulated and related to the 
numerical procedures used. The procedure was then used to define criteria to gauge quality 
and identify likelihood for a calling error for application in profiling other samples. 
Interestingly, applying the calling criteria, we identified some SNPs in KPGP-38 that were 
not identified in the 1000 Genomes Project, suggesting that such metrics could refine 
population genetics. We will share our methods and results and will further discuss 
implications of our findings. 
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Introduction 
Genome wide association studies have identified a large number of common variants associated 
with complex diseases but despite such efforts a very small fraction of disease heritability and 
phenotypic variation has been explained by these studies. Whole genome sequencing (WGS) 
provides the most  comprehensive  view  of  an  organism’s genetic variation. A major challenge is 
to understand these variants with respect to their functions and interactions with other variants. 
In this study, we developed an innovative systems biology pipeline for the analysis of next 
generation sequencing data to discover functional and pathway modules specific for the Korean 
population. We used the SNV data from the KPGP-38 Human Genomes dataset to understand 
the interrelationships between the genes with the rare variants. The methodology developed here 
can also be easily applied to include other variants identified by WGS such as INDELS, CNV, 
and SV and also other types of next generation sequencing data. Our analysis identified genes 
related to neurodegeneration, cancer, and hypertension associated with the KPGP-38 Human 
Genome. 
 
Methodology 
SNV data for 37 Korean samples (one sample for Caucasian female, KPGP10, was excluded 
from our analysis since we focused on the analysis of Korean samples) was extracted in the vcf 
format. GATK CombineVariants was used to merge these samples into one vcf file 
(korean_merge). To compare Korean SNVs with other populations, 1000 genome data (1000G) 
was downloaded. Rare variants in the Korean population were identified (with an allele 
frequency (AF) less than three in 1000G and those that were unique in the korean_merge were 
also included) and further analyzed using systems biology approaches. SNPEff was used to 
annotate the rare variants. The physical interactions among the rare variant genes were extracted 
using BioGRID.  A novel algorithm was designed to identify significant modules from the rare 
variant network. To initiate this process,  a  “seed  matrix”  was  constructed  which  was  based  on  
the number of variants in all the regions of a gene. Due to the low representation, we ignored 
following regions from our analysis: Intragenic, Synonymous Stop, Non Synonymous Start, Stop 
Lost and Stop Gained. The variants were further normalized based on the remaining nine 
regions. The gene with highest normalized score was selected as the seed to proceed for 
constructing the modules.  This normalized score was defined as the NodeWeight. The module 
was  expanded  based  on  the  NodeWeight,  Gene  Ontology  biological  process  ≥  70%  and  
maximum pathway similarity between the seed and the leaf node. We constructed modules for 
the top 100 seeds from seed matrix based on the above three conditions:   The top scoring gene 
was selected as the seed and the module expansion was performed based on the biological 
process and pathway match between the connecting nodes. We constructed such modules for the 
top 100 seeds from the seed matrix. The disease information was overlaid on these modules 
using the OMIM database. 
Below we describe the pseudo code for the identification of seed nodes: 



For ( i in range (1, total genes)) 
Normalized i 
For (j in range of (1, total genes) 
  𝑠𝑐𝑜𝑟𝑒  𝑗 =   ∑ 𝑟𝑒𝑔𝑖𝑜𝑛  𝑜𝑓  𝑘ଽ

௞ୀଵ   
sort j extract top 100 genes 

 
Results 
Figure1a and Figure1b show the distribution of genes and rare variants in the Korean vs. other 
populations respectively. Rare variants in the 1000G data were calculated based on AF<3 for the 
respective populations. Twenty five different regions were identified in other populations from 
1000G data (26 in European) however genes in the Korean population were distributed across 17 
regions.  Regions  such  as  “Frame  shift”  and “Exon  deleted”  were  not  found  in  the  Korean  rare  
variants. Even though the number of genes identified were similar for the top chromosome 
regions, they were relatively less for Koreans in rest of the genomic regions. The number of 
variants identified in the Korean population were significantly lower than the rest of the 
populations. This could be due to the low sample size of Korean population as compared to the 
1000G data. 
 

       
Biological processes (BPs) for genes of all the populations were extracted using DAVID and the 
comparison of top 10 biological processes is shown in Figure2. A total of ten unique BPs were 
identified for the Korean population (KOR) however no unique BPs were identified in the Asian 
(ASN) and American (AMR) population. Eighteen unique BPs were identified for the European 
(EUR) population and one for the African (AFR) population. Twenty seven BPs were common 



to all the populations. Interestingly, the BPs unique to KORs were all related to brain such as 
cerebellum morphogenesis, and cerebellar cortex development among others. A recent study 
shows the prevalence of autism in South Korea which is estimated to be 2.6 percent and 1child in 
every 38 children is affected with this disorder [1]. It has also been previously reported that 
widely known dysbindin gene, DTNBP1, in schizophrenia is not associated in the Korean 
population [2]. Our analysis also did not identify this gene.  
 

 
 
Figure3 depicts the overall distribution of the rare variants and KEGG pathways across the 
chromosomes. Only genes with greater than 200 variants were included in this analysis. The 
outermost circle in the figure represents the chromosomes, second circle shows the number of 
variants for genes in each chromosome, third circle indicates the frequency of pathway 
distribution (deeper orange color – higher number of variants), and fourth circle in the center 
shows the interconnected genes from different chromosomes participating in a pathway. 



Chromosomes 3, 1, 2, 7, and 5 were found to have the highest number of rare variants in the 
Korean population. However, chromosome 16 has the maximum no. of genes (57) with variants 
above average followed by chromosomes 5, 2, 3, and 1. Chromosomes 2, 3, 5, 1, and 7 have the 
highest no. of pathways. Top ten pathways of these genes were plotted in the center of this 
image. It can be seen that several genes from different chromosomes interact together to 
participate in pathways. Neuroactive ligand-receptor interaction (colored blue in Figure3), and 
axon guidance (colored red) pathways have genes distributed across 12 chromosomes each. It 
has been indicated in the literature that genes associated to these chromosomes are correlated 
with neurodegenerative diseases in Koreans as well as other populations [3, 4, and 5]. 
         

 
 
Systems biology analysis was further performed to identify significant genes and functional 
modules which are present in the Korean population.  Functional modules were extracted as 
described in the methodology section. Figure4 represents the network and few important 
modules of different sizes. We obtained modules of size 3-9 and these were ranked based on 
their node property and edge property. The genes in the modules were analyzed for their 
association with any disease or a disease reported in literature associated with Korean 
population. One of the most important modules was RP11 module (Figure 4a): RP11 SF3A1 
SF3A3 SF3A2 USP39 SF3B3 SF3B1 PRPF3. A novel mutation in the RP11 gene is known to 
cause retinitis pigmentosa in the Chinese population [6], SF3A1 is known to be associated with 
myleodysplasia and retinoblastoma associated binding protein [7], SF3A2 with CNV aberrations 
in Korean contribute to AML [8], USP9 with gastric cancer [9], SF3B3 Gastric cancer cell [10], 
SF3B1 with tumors [11]. This analysis shows that the genes in this module are all correlated with 
tumor. Another top scored module identified in this work consisted of PDE4DIP, IMMT, UBC 
ADH1B genes (Figure 4b). Detailed analysis of genes in this module associated PDE4DIP with 



psychiatric disorders [12], IMMT with spinocerebellar ataxia [13], UBC with hungtinton disease 
[14], ADH1B as ethnic variant in Asian population [15], correlating this module with 
neurodegenerative diseases. In addition, genes associated with the height of Korean population 
and hypertensions were also found in these highly ranked modules. Several other modules which 
were identified with the GO biological processes unique to Koreans (Figure2) were also 
analyzed and found to correlate to the brain or neuro diseases. Overall it was observed that 
modules extracted in our study using the  system’s biology approach could be classified into two 
major domains: (i) Neurodegenerative diseases and (ii) Tumor related genes. This observation 
suggests that the Korean population might be more susceptible to these two major classes of 
complex diseases.  
 
Conclusions 
In this work, we identified rare variants unique to the Korean population which were mainly 
distributed across chromosomes 1, 2, 3, 5, and 7. The novel systems biology approach developed 
here identified modules whose genes were reported in the literature to be correlated as markers 
of neurodegenerative diseases and tumor. Systems biology can help elucidate the major variants 
in a population. The power of systems  biology  should  be  exploited  to  reduce  the  “big  data”  
generated by next generation sequencing studies and identify significant variants. 
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Fungi of marine origin are potent groups of secondary metabolite producers. However, they are not 
well characterized and underutilised in terms of biotechnological applications. We aim for 
sustainable exploration of marine fungal isolates and their encoding natural products as drugs 
against cancer under the EU-funded project marine fungi (www.marinefungi.eu). Besides isolation 
of new fungal strains from unique marine habitats, the molecular development of effective producer 
strains is in the focus. Genomes of selected candidate strains originating from our unique strain 
collection of marine fungi are currently characterized with respect to secondary metabolite 
production.  
Next-generation sequencing (NGS) techniques have changed the facets of genomics and its 
application. We have established the genomic sequences from three marine isolates, Scopulariopsis 
brevicaulis, Pestalotiopsis sp. and Calcarisporium sp. by the use of different next-generation 
sequencing methods (Roche 454, Illumina and ion-torrent).  
We report on different properties of genome assemblies and annotations for these fungi. Several 
gene families and superfamilies have been analyzed to explore genetic peculiarities of these species 
along with repeats and transposable element contents. The assembled genome of Scopulariopsis 
brevicaulis  is ~32 Mb in size with N50 equals to 88 kb and 935 contigs containing 16298 genes 
with average intron length equals to 129.4. During the annotation process, we were able to annotate 
9340 genes (57.31 %) while 6958 genes (43.69 %) remained non-annotated in Scopulariopsis 
brevicaulis genome. 17 genes encoding for non-ribosomal peptide synthetases (NRPSs), 18 
polyketide synthases (PKSs) and one gene encoding a hybrid NRPS-PKS were found. Similarly, the 
genome size for Pestalotiopsis sp. is ~46 Mb with N50 equals to 71.9 kb and 4186 contigs 
containing 23492 genes, which is surprisingly high for an ascomycete. The average intron length 
and the average intron per gene are 126.8 and 2.2, respectively. During annotation process, we 
annotated 60% genes of Pestalotiopsis genome with 44 NRPSs, 62 PKSs and 7 hybrid NRPS-PKS 
genes. The assembled genome size of Calcariosporium sp. is about 35 Mb genome with N50 equals 
to 91.9 kb and 2464 contigs containing 15459 genes. The percentage GC% for this genome is 
50.7%. The average intron length and the average intron per gene are 121 and 2.1, respectively. 
During annotation process, we annotated 72% genes, while 28% genes remained non-annotated for 
Calcariosporium genome with 52 NRPSs, 66 PKSs and 7 hybrid NRPS-PKS genes.  
Predicted genes are presently in process of validation using illumina based RNA-seq. We are also 
comparing wild type phenotypes with higher-yielding mutants of these fungi with special interest 
on specific natural compounds. 


